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Abstract

Severe weather represents storms, cyclones, fronts, severe wind or thick fog and
other phenomena. Limited area models (LAM) can simulate or forecast such phe-
nomena in higher resolution and using dedicated model set-up. This thesis explores
the ALADIN (Aire Limitée Adaptation dynamique Développement InterNational)
model capabilities to forecast threatening weather conditions for wider area of the
Republic of Croatia. The research focuses on the consequences of a fast cyclone en-
tering LAM domain through lateral boundary too quickly to be detected, frequency
of such events, mechanism for automatic detection of such events and methods to
treat the problem in the operational forecast. The solution will be applied to events
with severe weather such as windstorms and/or intensive precipitation.

This thesis deals with problems of temporal interpolation of the lateral boun-
dary conditions (LBC) for a limited area model (LAM). The LBCs are taken from a
large scale model and usually available with an interval of several hours. However,
these data are used at the lateral boundaries every model timestep, which is usually
several minutes. Therefore, the LBCs are interpolated in time.

In practice, the LBCs are usually interpoated with a 3 h temporal resolution.
This can be too infrequent to resolve rapidly moving storms. This problem is expec-
ted to be worse with increasing horizontal resolution. In order to detect intensive
disturbances in surface pressure moving rapidly through the model domain, a filte-
red surface pressure field (MCUF - monitoring of the coupling update frequency) is
computed operationally in the ARPEGE global model of Météo France. The field is
distributed in the coupling files along with conventional meteorological fields used
for LBCs for the operational forecast using ALADIN LAM in the Meteorological
and Hydrological Service of Croatia (DHMZ). Here an analysis is performed of the
MCUF field for the LACE coupling domain for the period since 23rd of January
2006, when it became available, until 15th of November 2014. The MCUF field is
a good indicator of rapidly moving pressure disturbances (RMPDs). Its spatial and
temporal distribution can be associated to the usual cyclone tracks and areas known
to be supporting cyclogenesis. Alternative set of coupling files from IF'S operational
run in ECMWF is also available operationally in DHMZ with 3 h temporal reso-
lution but the MCUF field is not available. Here, several methods are tested that

vil
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detect RMPDs in surface pressure a posteriori from the IFS model fields provided
in the coupling files. MCUF is computed by running ALADIN on the coupling files
from IFS. The coupling error function' (that shows when the temporal interpola-
tion misses the storm) is computed using one time step integration of ALADIN on
the coupling files without initialization, initialized with digital filter initialization
(DFI) or scale selective DFI (SSDFI). Finally, the amplitude of changes in the mean
sea level pressure is computed from the fields in the coupling files. The results are
compared to the MCUF field of ARPEGE and the results of same methods applied
to the coupling files from ARPEGE. Most methods give a signal for the RMPDs,
but DFI reduces the storms too much to be detected. The coupling error function
without filtering and amplitude have more noise, but the signal of a RMPD is also
stronger. The methods are tested for NWP LAM ALADIN, but could be applied
to other LAMs and benefit the performance of climate LAM:s.

Usually, LAMs use higher resolutions and more advanced parameterizations of
physical processes than global numerical weather prediction models, but suffer from
one additional source of error - the LBCs. The large scale model passes the infor-
mation on its fields to LAM only over the narrow coupling zone at discrete times
separated by a coupling interval of several hours. The LBC temporal resolution can
be lower than the time necessary for a particular meteorological feature to cross the
boundary. A LAM user who depends on LBC data acquired from an independent
prior analysis or parent model run can find that usual schemes for temporal interpo-
lation of large scale data provide LBC data of inadequate quality. The problem of a
quickly moving depression that is not recognized by the operationally used gridpo-
int coupling scheme is examined using a simple one-dimensional model. A spectral
method for nesting a LAM in a larger scale model is implemented and tested. Re-
sults for a traditional flow-relaxation scheme combined with temporal interpolation
in spectral space are also presented.

The work presented here shows that more frequent LBCs are important for
forecasting small storms even when they develop inside the domain. Missing a
storm in a LAM forecast due to infrequent LBCs has lead to a model tuning that
enhances storm development. Unfortunately, the same tuning is not very supportive

for the fog development.

Key words: Limited area model; Lateral boundary conditions; Coupling;
Storms; Temporal interpolation ; Interpolation error; Fourier transform; Spectral

coefficients; Phase; Amplitude

IThere are many functions called error function in the literature, this work focuses on the
coupling error function.
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Chapter 1

Introduction

Global numerical weather prediction (NWP) models cover the whole Earth.
On the other hand, limited area models (LAMs) are computed over domains that
cover only a part of it and therefore require forecast lateral boundary conditions
(LBCs). LAMs are used in NWP for a variety of research and specific operational
applications. The known and major limitation of these LAMs is related to their
LBCs (Warner et al. 1997). The LBCs are unique and unavoidable aspects of LAMs

that represent significant limitations to their utility and application.

e The spatial and temporal resolution of LBCs is poorer than that of the LAM.
The LBCs are interpolated in space and time.

e If LBCs arrive from another forecast model, then any error it has will propagate
into the LAM forecast.

e The variations of the model fields on the scale of the size of the LAM domain
and larger are prescribed by LBCs and do not interact with the LAM solution

on the interior.

e The LBC formulation can produce spurious inertia-gravity waves that propa-
gate through the LAM domain.

e The differences in the formulations of the model that provides the LBCs and
the LAM that uses them can result in spurious gradients at lateral boundaries

that influence the forecast over the LAM domain.

The LBCs of LAMs have a significant impact on the evolution of the predicted fields
through the propagation of boundary errors onto the interior of the domain. They
are taken from lower resolution models that are run using different formulations
of dynamics and/or physics parametrizations. The numerical techniques used for
interfacing the two grids inevitably generate errors that propagate through the LAM

domain (Warner et al. 1997). The solution that is often recommended is to distance

1



2 1.1 The relaxation method

the lateral boundaries from the area of meteorological interest. However, one should
instead develop and use LBC formulations that generate minimum error in the LAM

solution.

Frequently used terms

Host model is the model that provides the LBCs.
Guest model is the LAM that uses these LBCs.

One-way nesting refers to a situation where the LBC data is specified externally
usually with data from an integration performed on a coarser grid and on a

larger domain.

Two way nesting refers to a situation where the fine mesh model is dynamically

coupled to the coarse mesh model to form a single dynamic system.

Coupling update interval/frequency is the time between two successive data
files from the host model.

Coupling files/fields/data are the large scale data used for coupling.

1.1 The relaxation method

The most popular method for introducing large scale data into LAM is the
relaxation method proposed by Davies (1976). The method is a pragmatic solution
that allows for the large scale modes to enter and exit the LAM domain without
spurious reflections.

The solutions of the global model and LAM can be different at the lateral
boundaries. If the outgoing boundary condition is forced to zero, an outgoing wave
will be reflected and produce small scale noise (Figure 1.1a). If the solution of
the global model imposed at the outflow boundary is only slightly different, several
modes of the outgoing wave are reflected (Figure 1.1b).

Finally, a relaxation scheme applied on a boundary zone eight grid-points wide
using a linear profile of the relaxation function « (see Equations 1.1 and 1.2) subs-
tantially reduces the amplitude of the reflected wave, while a tanh function profile
of a removes the reflected wave (Figure 1.1c). In cases when the signal at the lateral
boundary varies rapidly in time, temporal interpolation distorts the signal and re-
duces extremes (Figure 1.1d). This work will mostly focus on the errors introduced
by temporal interpolation of the LBCs.

The interior flow is relaxed to the external fully prescribed flow in the vicinity

of the lateral boundary. The Davies (1976) method consumes gravity wave energy,



1. Introduction 3

e Right boundary constant

s Right boundary aimost correct

+10+
[ P +104

_5 .VVVVVVAV wwv VVVW\VVVWWVWV

—~— Shape at time step zero
———  Solution when the maximum of the shape should be at 1500km

Height
Height

———— Solution when the maximum of the shape should be at 1500km

100 200 300 400 500 600 700 800 900 1000 5 100 200 300 400 500 600 700 800 900 1000
x (km) x(km)
() | (d)
e Right boundary almost correct Wind speed at (41,50,14)
425 ==t
+20
ok 415
+10
T “ Ao
E o
3
o AR a e fREAR 5T
z 2Rt 3 RN R L 2
= g 10
@ 4
| c 154
5
¥ 20t
&
254
-104 ) |
o linear profile 307 ———  Correct boundary values.
—— tenh profile 3l —+— Boundery updete every 6 hours.
—o— boundary update every 3 hours
-15 e + " | | | | . N \ : : .
) W00 200 300 400 500 600 700 800 900 1000 3 1 b 7 12 13 18 2 2

x(km) Time (hrs)

Figure 1.1: (a) The initial shape (line with x) that was advected from left to right with
up = 20 m/s and after 13.89 h (50000 sec) when it should be outside the domain, at
x=1500 km for an experiment when the RHS boundary is held constant and equal to zero.
(b) The solution imposed at the RHS changes in time so that it mimics the shape of a
wave moving at speed of u; = 18 m/s. This shows what happens when there is a small
discrepancy in the evolution of the host and the guest model. (c¢) A relaxation scheme is
used with a boundary zone of 8 gridpoints, using the linear (diamonds) and the tanh (dots)
profile of o (Equation 1.2). (d) Plot of the grid-point value at level 14 of the westerly wind
produced by the semi-Lagrangian integration of a primitive equation model with a 55 km
resolution in the horizontal and on 16 levels in the vertical (line with dots). If this is a
host model suplying the wind as boundary values to a finer mesh model, the actually used
values for 6 h update (plus sign) and 3 h update (diamonds) are shown. From McDonald
(1999).



4 1.1 The relaxation method

error and fine spatial scale potential vorticity (PV) near the lateral boundaries. The
method gives an adequate representation of outgoing gravity waves and allows for
transmission of geostrophically balanced flow out of the interior of the LAM domain.

If every field at every boundary point is supplied by the host model, then the
mathematical initial-boundary value problem is ill-posed McDonald (1999). There is
no well posed treatment of the primitive equations so pragmatic solutions of various

kinds are used:

e over-specify the fields on the boundary and use assorted filters to control the
noise, these schemes are fairly well posed and waves exit LAM domain without

false reflection,

e using stretched coordinates means running a pseudo LAM, the domain is in

fact global, but with much higher resolution over the region of interest,

e interactive (two-way) nested grid actually requires running a global model

simultaneously.

For an operational LAM, one-way nesting is used with flow relaxation scheme
of Davies (1976) (except for ETA model where the method of Mesinger (1977) is
used). Imposing u, v, and ¢ on all boundaries when solving shallow water equations
in ill-posed problem (McDonald 1999). Over-specifying the boundary causes unp-
hysical reflections which propagate errors back into the integration area. This can
be avoided by discretizing in such a way that outflow boundary points are never used
(e.g. upstream differencing scheme). The number of required boundary conditions
is equal to the number of inwardly directed characteristic velocity components -
the negative eigenvalues of the diagonalized matrix of the equation system. Adding
viscous terms increases the number of boundary conditions required for well posed-
ness. Spurious reflections at the boundary, the consequences of the flow relaxation
scheme, can be minimized by careful choice of the relaxation function and the width

of the boundary zone.

i = (1= a)y] + ot (1.1)
where McDonald (1999) used

1—1

a; =1 —tanh (1.2)

for i = 1,...,n with n = 8 minimizes false reflections of both gravity and Rossby
waves and successfully transfers the external forcing to LAM.

The relaxation scheme applied to u and v destroys the geostrophic balance
and creates false divergence and vorticity throughout the boundary relaxation zone

(McDonald 1999). There are two possible solutions with the following drawbacks:
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e relax the divergence toward that of the host model and get false vorticity, or
e relax the vorticity toward that of the host model and get false divergence.

Horizontal diffusion weakens the problem that arises due to over-specification.
Another problem arises due to the incompatibility of orography between the host
and the guest models. The LBC forcingi of the LAM at low levels should be weak
to minimize imbalances in the boundary zone fields due to incompatibilities in the
model physics. This can yield spurious precipitation in the boundary zone.

Boundary errors eventually corrupt the whole forecast domain and the initial
conditions become irrelevant. A sharply varying field (a front, for instance) entering
the LAM domain will be smoothed over the coupling interval (3 or 6 h), rather than
be a sudden phenomenon. The host model grid may be so coarse that it excessively
smooths the information being supplied to the boundary (Caian and Geleyn 1997).

Usual tests of the effectiveness of boundary updating include:
1. run a global forecast with a coarse grid,
2. run a global model with a fine grid,
3. run the same model (!) on a limited area using LBCs from (1) and (2).

The difference between (3) and (2) is a measure of LBC flaws. The acid test (Stani-
forth 1997, see the definition in) states that a LAM solution should match larger scale
model solution integrated over much larger area with similar resolution. One can see
in the example (Figure 1.2) that the error computed as the difference between (3)
and (2) depends on the extention of the LAM area that is used in the computation
of the errors.

The errors are usually classified as:

Errors due to boundary formulation: LBC update every timestep with data
from fine mesh global model. There should be no difference between an expe-

riment with global model in fine mesh and LAM for the flow relaxation scheme.

Temporal boundary error: global model and LAM run on the same mesh, but

the boundaries are refreshed (or used from) every Nth timestep.

Spatial boundary error: LBCs are refreshed every timestep, but LAM is using
LBC from coarse mesh global model (and then compared to the results from

the experiment using fine global mesh).

It is difficult to find quantitative information on the errors associated with the
various nesting strategies. The cyclic environment of operational data assimila-

tion worsens the situation since any LBC error is eventually spread over the whole
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Figure 1.2: RMS 500 hPa differences (m) for the whole LAM domain (left), and sub-
domains that exclude 20° (middle) and 30° (right) of the lateral boundaries, between he-
mispheric simulation in 5° and 2.5° (full line), 2.5° hemispheric simulation and 2.5° LAM
with 5° LBCs (dashed) and 2.5° LAM with 2.5° LBCs (dotted). The x axis represents
forecast hours and the y axix the RMS for 500 hPa differences (m). From Baumhefner
and Perkey (1982).

domain. The iterative nature of 4D-Var (four dimensional variational data assimi-
lation) helps spreading the LBC error through the domain. On the other hand,
the host model information being supplied at LAM boundary could be regarded as
observations with an error structure (Gustafsson 2012).

The LBC formulation produces only a small error and it is effectively trans-
parent when there is no difference in temporal and spatial resolution between the
LAM and the host model (Davies 2014). The hydrostatic approximation changes
the form of partial differential equations. Therefore, for the hydrostatic primitive
equations, well-posed LBCs cannot be formulated (Oliger and Sundstrom 1978).
But matching of LBCs at boundaties is more important than well-posedness (Da-
vies 2014). Well-posedness is not completely out of reach for a hydrostatic LAM.
It is also determined by the advection scheme used in the model. ALADIN System
(Termonia et al. 2018) uses semi-Lagrangian advection (Robert 1982) that is up-
wind and therefore satisfies the condition that LBCs are in fact prescribed only at

inflow boundaries.

1.2 Further issues

1.2.1 Ensemble forecasting

In a LAM ensemble, if small perturbations are introduced to the initial condi-
tions, but not the LBCs, the simulations do not diverge (El Ouaraini et al. 2015;

Termonia et al. 2018). The forecast that starts from the perturbed state remains
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Figure 1.3: Streamlines from the host model run (curves, interval 12x 10%m?/s), vorticity
errors exceeding 0.5 x 1075s~! (positive light, negative dark grey) and stream function
errors (continuous for positive, dashed for negative, interval 5 x 104m?/s). From Nutter
et al. (2004).

close to the forecast that starts from an unperturbed initial conditions. The fore-
casts might even converge with time. When designing and implementing a regional
ensemble data assimilation and prediction system, the LBC errors have to be re-
presented and accounted for (Wang et al. 2011). Individual LAM members can use
output from a global ensemble predictions system as LBCs. Otherwise, all members
of a regional ensemble could use the same LBCs yielding an underdispersive result.
Alternatively, LBC perturbations can be constructed (El Ouaraini et al. 2015).

LBC constraints on a small-scale error variance growth are sufficient to cause
underdispersive LAM ensemble simulations. LAM ensembles remain underdisper-
sive even when using a complete set of LBCs from an external ensemble forecast.
The small-scale constraints on error growth are present in any modelling system
using coarsely resolved or temporally interpolated one-way LBC forcing. Errors in
the buffer zone are the greatest near the midpoint of the LBC update cycle when
respective linearly and nonlinearly evolving exernal and internal solutions are most
inconsistent (Figure 1.3). Once introduced, the LBC pulse errors continue to pro-
pagate inward and modify the LAM solution. The LAM solution becomes more
infected with each successive error pulse, therefore the LBC inconsistency becomes
stronger and generates larger errors that propagate farther inward (see Figure 1.3)
see Nutter et al. (2004); Warner et al. (1997) for a review.



8 1.3 Implementation in the ALADIN System

1.2.2 Data assimilation

The data assimilation problem is usually seen as a process to estimate the initial
conditions for an NWP model. Model state contains scales that are too large to be
resolved by LAM. The errors at these scales cannot be assessed properly by LAM.
A LAM 3D-Var system differs from the large scale one due to use of scale-selective
background error covariance models (Siroka et al. 2003).

Using 3D-Var data assimilation cycle often means applying it to a global
analysis. A minimization problem for a sum of three additive cost functions is
obtained (Guidard and Fischer 2008). Resulting augmented information assimila-
tion cycle produces first guess forecasts that are slightly closer to observations. More
observations are kept during the quality control and assimilated in the subsequent
analysis.

An explicit large-scale error constraint is applied. The large scale forecast errors
can be handled by a large scale model providing the LBCs. Then the larger scales are
constrained to the output of the large scale models during LAM 3D-Var (Guidard
and Fischer 2008).

The LAM data assimilation can be extended to include LBCs during the data
assimilation time window (Gustafsson 2012). The results of using the 4D-Var
scheme that controls the LBCs show that it can be important for cases when distur-
bances move quickly into or through the domain. A LAM 4D-Var data assimilation
also requires the tangent linear and adjoint version of the coupling scheme. A new
lateral boundary control variable can be introduced and a 4D-Var cost function cons-
traint. Alternatively, the model domain for the tangent linear and adjoint model
can be extended (Guidard and Fischer 2008; Gustafsson 2012).

1.3 Implementation in the ALADIN System

The ALADIN System is a bi-periodic LAM. The time dependent boundary
fields are extended into a zone outside integration area in such a way that periodic
fields are obtained (Haugen and Machenhauer 1993). Fields are made cyclic over an
extended domain by relaxation to boundary fields that are smoothly connected in an
extension zone outside the integration area (Figure 1.4). The number of gridpoints
in the extended integration area is determined so that the nonlinear terms in the
model equations will be computed without aliasing by the transform method using
quadratic truncation: J > 3M 4+ 1 and K > 3N + 1 where J and K are numbers of
gridpoints in the x and y directions and M and N are wavenumber truncations for
the model variables and LAM uses an elliptic truncation where 1\"}—22—1-]?,—22 < 1 wherem

and n are wave numbers in the x and y directions. Although energy of the small scale
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Figure 1.4: The zones of a LAM domain, the extension zone where the model field is
modified to make the field periodic over the whole domain, the coupling zone where the
fields are relaxed towards the large scale solution and the internal or central zone where
we have the true LAM solution.

is controlled by the non-aliased spectral truncation of the non-linear terms, some
energy might accumulate at the smallest resolved scales due to spectral blocking.

Therefore, a weak numerical diffusion is applied at the end of each timestep.

1.3.1 Coupling procedure

A shallow-water spectral LAM that applies double Fourier spectral representa-
tion on the model variables requires the usage of time-dependent doubly periodic
LBCs (Haugen and Machenhauer 1993). The coupling procedure in the ALADIN
System uses Davies (1976) scheme at the lateral boundaries. Relaxation is usually
applied at the end of each time step and this is how it is done in a purely gridpo-
int LAM. Solving the Helmholtz equation ! in spectral space is one of the major
advantages of spectral models and requires the RHS of the Helmholtz operator to
be prepared at the end of the gridpoint computations by evaluating the RHS of the
semi-implicit equation:

(I — AtLYp™A = EEA 4 ALL(¢ER — 2¢7) (1.3)

exp exp

IThe semi implicit system is solved: first variables are eliminated between different equations
to get one equation, referred to as the Helmholtz equation and then solve the equation by inverting
the matrix.
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where 1 is the model state vector, ¢ is the current time-step, At is the time step,
L is the linear operator of the semi implicit (SI) scheme, I is the identity operator
and the subscript exp is for the result of the explicit computations (actually all
grid-point computations).

Once the evaluation of the Helmholtz operator has started, the state variables
cannot be coupled with LBC. The solution is to do the coupling in spectral space.
But, there is no cheap solution for this because the Davies (1976) type relaxation

scheme is non-linear. The problem has two solutions (Radnoti 1995):
e do the coupling step at the begining of the grid-point computations,

e after the RHS of the Helmholtz equation is computed, it is coupled with (I —
At L)AL

ALADIN System uses the latter solution and the boundary relaxation is per-
formed in the gridpoint space after all the other gridpoint computations have been
completed.

The relaxation function « varies from zero in the extension zone to one in the

central zone:

a=1—(p+1)zF + pzPt (1.4)

where z represents the distance from the extension zone and varies from 0
(in gridpoints at the edge of the coupling zone towards the extension zone) to 1 (in
gridpoints at the edge of the coupling zone towards the central zone). The parameter
p is a tuning parameter. The reflections at the boundaries are minimum for p = 2.16

(for a coupling zone 8 gridpoints wide).

1.3.2 Extension zone and bi-periodization

The bi-periodization of fields is accomplished by using splines in the experiments
using ALADIN System performed in this Thesis. The alternative way of using Boyd
(2005) bi-periodization and coupling is briefly described later in the text. The field
fi with a dimension ¢ = 1,...,n where n is the dimension of the whole domain
(including the extension zone) has physical values outside the extension zone, up to
the point m < n. The gridpoints m+1, ..., n are in the extension zone and filled with
a continuous function in a way that makes the whole field periodic on the interval

t =1,...,n. This is done using a spline function:

f(m+2) = ag + a1z + a2 + azz® (1.5)

where
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(1.6)

where £ =n —m + 1 is the width of the extension zone expressed in the number of
gridpoints and

3 2d, — \d,,
D, = 1.
Y7o 220 (1.7)
3 2d, — \d,
(1.8)

"T2EA 2- A
with A = k/(k + 1). These are in fact smoothed versions of the following estimates

of the second order derivatives in the points 1 and m:

_ 2 fl_fm
dp, = k—+1 (fm—l — fm + 2 ) ) (1.9)
2 ™ —
dlzk—H<f2—f1+f kf1>. (1.10)

The spline satisfies the condition of continuity in the points ¢ = 1 and i = m.
The second order derivatives satisfy the conditions f”(m) = D,, and f"(n+1) = D;.
The splines are applied in both directions on the horizontal. Finally, the resul-

ting two-dimensional fields are smoothed in the extension zone using a filter:

S 1 1
fi,j = Zf” + g(fiﬂ,j + fifl,j + fi,j+1 + fi,jfl)

1
+1_6<fi+17j+1 + fivrj-1 + fic1 01 + fim1-1)- (1.11)

1.4 Alternatives to Davies (1976) method

In an overview of different pragmatic treatments of lateral boundaries in LAMs,
Davies (1983) finds that:

Flow relaxation The prognostic variables are subjected to a forcing in a marginal
zone that constrains them to relax towards the externaly specified field on a

time scale that varies with the distance from the lateral boundary.
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Diffusive damping scheme A straightforward approach to alleviate the noise
problem generated in the vicinity of the lateral boundaries due to overspe-
cification or inappropriate boundary data is to introduce a marginal zone of

large diffusion of prognostic variables in the vicinity of the lateral boundaries.

Tendency modification scheme In the marginal zone, the tendencies are assig-
ned a weighted average of the externally specified fields and the internally
determined fields so that the externally specified fields become less important
inward. Model variables are also subjected to a scale-selective spatial filtering

procedure.

The pseudo-radiation boundary scheme There is no direct modification of the
prognostic variables in the marginal zones, but only a direct specification of

the variables at the lateral boundary itself.

Various pragmatic LBC schemes have underlying problems that should be considered
before their implementation and refinement as well when interpreting model results.
The solution of the ETA model is to use all fields at inflow, all at outflow, except
velocity tangential to boundary, and use upstream advection scheme close to the
boundary that causes significant damping. Therefore this is in fact a boundary
damping zone.

Variable resolution (Coté et al. 1993, 1998) solves the LBC problem in such a
way that limited region in high resolution is surrounded by region of low resolution
with intermediate zone where the resolution changes gradually.

Robert and Yakimiw (1986) study a problem associated with the specification
of lateral boundaries in LAMs through the usage of a linearized non-divergent baro-
tropic vorticity equation in one-dimension. A pillow (a ridge or depression) forms on
the inflow boundary, both for one-dimensional vorticity equation and for the shallow
water equations.

Juang and Kanamitsu (1994) develop a regional spectral model that predicts
deviations from the global model forecast and avoid LBC nesting used in most
regional problems. However, they still have to reduce the perturbation on the lateral
boundary. Experiments with longer nesting periods have less noise in the mean sea
level pressure field along the lateral boundaries than those with shorter nesting
periods. No noise was found for precipitation field. But, this noise could also be
valuable high resolution information, such as storms that can be resolved by the
high resolution model. The lateral boundary relaxation is performed over the whole
domain for the dynamical part of the total tendency. Additionally, they blend the
total tendency over the entire regional model domain to satisfy the assumption
that perturbations approach zero along lateral boundaries. But, this was found

unneccessary, since it works in the same way as blending.
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Juang and Hong (2001) evaluate performance of a regional spectral model on
different domain sizes and horizontal resolutions on a case of winter cyclogenesis
with propagation of synoptic scale disturbances through lateral boundaries. The
results on smaller domains were found much closer to the base field, although they
generated higher resolution features than the base fields. Domain nesting is intro-
duced in physical space over the entire domain through the injection of the coarse
grid information, while spectral nesting is introduced in the spectral space. The tre-
atment of the lateral boundaries becomes the pure lateral boundary noise reduction.
Their results show that:

e it is not necessary to have a large domain in order to avoid lateral boundary

influence and

e multinesting is not neccessary in order to have a very fine resolution forecast

over a small domain.

Laprise (2003) identifies scales resolved by LAM and their non-linear interacti-
ons less accurate in LAMs than in global models. LAMs do not resolve very large
scales that are not periodic on the LAM domain. The assignment of the values on
the lateral boundaries is neccessary to represent scales too large to be periodic on
the LAM domain. The LBCs contain information at lower temporal and spatial
resolution. It takes time and space for a LAM to generate the higher resolution
information (Denis et al. 2002, 2003; Laprise 2008).

Transparent boundary conditions

Transparent boundaries mean that all waves exit LAM comain without reflec-
tion and enter without their amplitude and phase being changed as well as without
exciting spurious high-frequency noise. McDonald (2000) explores the problem of
LBCs in a semi-Lagrangian model when the origin point of the trajectory lies out-
side the domain. To test this, a bell curve of width L/10 is advected along the x
axis (L is the length of the domain).

Search for well-posed boundary conditions for the initial-boundary value pro-
blem using semi-Lagrangian discretization starts in McDonald (2000), where three

options are found to be stable:

e trajectory truncation - if departure point is outside the boundary, truncate it

to be at the boundary,
e time interpolation - between two timesteps,

e well posed buffer zone using extrapolation with Taylor series.
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Only a subset of all variables should be imposed on the boundaries. The initial-
boundary-value problem is well posed if this subset has been chosen correctly. Using
Davies (1976) scheme, we overspecify the boundaries and damp the resulting noise
with a relaxation scheme.

McDonald (2003) derives an alternative to Davies (1976) scheme that considers
transparency and well posedness and tests it for the shallow water equations. That
article shows that a system can be well posed and simultaneously reflect all waves
from the boundary (and how to avoid that).

The boundary conditions are incorporated into equations that describe unidi-
rectional waves yielding transparent boundary conditions (McDonald 2002). The
linearized shallow water equations are dicretized using semi-Lagraingian approach

and tested on:

e adjustment waves radiating out of the area (Figures 1.5a and 1.5Db),

e geostrophically balanced disturbance advected out (Figures 1.5¢ and 1.5d),

and

e geostrophically balanced disturbance advected in (Figures 1.5e and 1.5f).

Three types of boundary conditions were imposed, all are stable, but the first one
reflects waves much more than the other two. The semi-Lagrangian discretization
increases the time-step and causes deterioration in accuracy.

More accurate mathematical techniques for imposing the LBCs in spectral mo-
dels are a matter of research (Termonia and Voitus 2008; Voitus et al. 2009). Howe-
ver, so far one has not been able to find a method superiour to the Davies scheme.

Therefore, the present work is based on the Davies relaxation.

Spectral coupling

Radu et al. (2008) study the implementation of a spectral coupling method
to a regional climate model (RCM) with an aim to prove that RCMs are able to
maintain the large-scale circulation of the driving GCM and modify only the small
scales. Spectral coupling (or spectral nudging) is seen as a solution to overcome
LBC limitations:

e Spectral nudging method is able to avoid the deviation of RCM from the GCM

in large spatial scales for stationary and transient parts.

e [t artificially increases intense precipitation events when humidity is not re-

laxed.

e Possibly missing large-scale information is provided to the RCM and removes

some imbalances that result from the specification at the lateral boundary.
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Figure 1.5: The adjustment of a bell shape when imposing (a) ¢ and (b) ¢ — v/govn
(where ¢g is average geopotentiel, and vy is the normal velocity) on the boundaries. The
advection of a bell shape out of the area when imposing (¢) ¢ and (d) ¢ — v/¢ovy on
the boundaries. The advection of a bell shape into the area when imposing (e) ¢ and (f)
¢ — /dovn on the boundaries. From McDonald (2002).
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e Large scale features that develop in the RCM differently than in the GCM
solution that is imposed at the boundaries is seen as the problem and it is

solved by using spectral nudging.

Just as the method of flow relaxation (Davies 1976) does not remove all the
false reflections of the waves from the outgoing boundary, it is also plausible to
assume, that the spectral coupling reflects the energy back to the waves it came

from, preventing the usual energy cascade.

1.5 Detecting the temporal interpolation problem

There are numerous weaknesses of a LAM forecast caused by the LBCs, and
overview was provided by Warner et al. (1997). The quality of the temporal inter-
polation of lateral boundary coupling data for LAMs needs improvement. A LAM
user who depends on LBC data received from elsewhere or stored on storage of limi-
ted capacity can find the usual schemes for temporal interpolation of LBC data of
unsatisfactory quality. The quality of LBC data for operational as well as research
purposes is severely restricted in its amount because of limited storage and data
transfer capacity. Large scale fields are usually available in temporal resolutions of
several hours, but they are needed at each LAM timestep. Consequently, LBCs are
computed at every LAM timestep using large scale fields that are interpolated in
time. This corrupts the fields, especially those modes that have timescales shorter
than the coupling interval. The situation can be made even worse when the most
popular of all coupling procedures (Davies 1976) is used, since the fields are taken
only from the narrow area close to the edge of the domain. Consequently, small
scale features that are quick enough to enter the domain during one coupling inter-
val are not suitably represented by the interpolated data. The time interval between
the two subsequent coupling files containing LBC data is refered to as the coupling
interval. Tts choice is usually based more on technical limitations of storage and/or
data transfer than on scientific facts.

The problem was thoroughly analyzed in Termonia (2003) for a case of rapidly
moving storm entering the operational forecast domain of ALADIN Belgium. In
Termonia (2003), it is investigated how the quality of the temporal interpolation
of lateral-boundary coupling data for limited-area models (LAMs) can be improved
or kept under control, while increasing the data transfer between the coupling and
the coupled model only marginally. This problem is approached from the point
of view of a user of a LAM who depends on coupling data that is received from
elsewhere. Lateral boundary conditions are usually interpolated linearly in time,
but this smoothes the temporal evolution of the field. A large scale model forecasts

the storm and the spatial interpolation procedure keeps it. As a consequence of linar
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temporal interpolation and temporally sparse data, LAM receives wrong (distorted)
information at the lateral boundaries and produces a wrong solution. If the input
LBC data were available at higher temporal resolution, the particular storm would
be forecast.

The temporal interpolation can be corrected using the higher-order time deri-
vatives of the fields. However, these time derivatives have to be computed somehow,
and in Termonia (2003) they are estimated by a one-time-step integration well eno-
ugh to be useful.

This procedure also allows the user of a LAM to formulate a criterion to decide
operationally in which situations the quality of the linear interpolation will be unac-
ceptable. A dimensionless estimate of the truncation error of the linear interpolation
can be computed:

L{[F'(t2) — F'(t1)] (t2 — ta)

er = —

4 F(t1) + F(t2)

The linear interpolation is safe to use if e < 1, but the critical value should be

(1.12)

determined on physical grounds. The maximum value of ez over the model domain
is Er.

The idea has been implemented in model ALADIN, and has led to a substan-
tial reduction of the errors of a forecast of one of the French Christmas storms in
December 1999. The fields are usually initialized using digital filtering initialization
(DFTI) after spatial interpolation. But, this procedure is computationally demanding
to be used operationally for each file containing forecast LBCs. It is usually done
for the initial conditions only. Therefore, the truncation error was computed for
experiments when the fields were filtered with DFI and without filtering. The signal

of a rapidly moving storm is clear in both sets of experiments.

1.5.1 Monitoring of the coupling-update frequency

The coupling update frequency - the time interval between the two coupling
files - from a large scale model that are used for LBCs, are usually available with
an interval At = 3 h. On the other hand, the large scale model timestep is 0t =
5 — 10 min. Termonia (2004) computes the information loss caused by infrequent
availability of LBCs. The problem is approached as a problem of undersampling.
The coupling-update frequency can be monitored by using a digital recursive filter
in the large scale model.

The Nyquist frequency of the original time resolution is wy = <. But small

5t
scale LAM will receive data with a new Nyquist frequency Q2y = <;. Therefore, all
the information contained in modes with frequencies larger than €y is lost. The

information loss is computed in the time domain by means of a high-pass filter with
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a pass band for all the frequencies |w| > 7/At, having a frequency response function
of 1.

Different modes will be affected by the time interpolation in different ways.
The mode ¢(7) moves in time along the unit circle from 1 to ¢(At). A mode with
frequecy |w| < 7/At is dampened by the interpolation, and loses 1 — cos(wAt/2) of
the amplitude. A mode with 7/At < w < 27/At is completely corrupted and the
interpolation creates the opposite phase.

The filter is applied to the field of the surface pressure only. In principle, it sho-
uld be applied to all model variables (in 3D). That would be really computationally
expensive. Therefore it is applied only to the logarithm of the surface pressure field
II = In P, (that is in 2D). In case of a Christmas storm of 1999, the storm was
moving rapidly through the domain of ALADIN France. It passed through ALA-
DIN Belgium domain in less than 9 h. The filtered surface pressure field shows the
position of the cyclone, but with a delay of 90 minutes (half the coupling update
interval). The filter is applied to a spectrally truncated field that contains only large
scales. This is less computationally demanding and reduces noise. Finally, the filter
shows a signal when there is a storm propagating rapidly through the domain and
this signal is reduced for increased coupling update frequency.

The procedure requires for the filter to be applied in the host (global) model.
Currently, it is only applied in the global model ARPEGE. This Thesis presents
and tests several ways to detect situations when rapidly moving pressure disturbance
enters the LAM domain using output data from a global model (IFS and ARPEGE).

1.6 Fixing the rapidly moving storm problem

Once a storm enters the LAM domain too rapidly to be properly modelled using

the existing LBC procedure, one can apply one of the following cures:

e boundary error restarts (Termonia et al. 2009),
e gridpoint nudging (Termonia et al. 2011),

e the windowing method (Boyd 2005).

However, these methods are computationally expensive and one wishes to use
them only when needed. Therefore, we need a method to detect rapidly moving
storms in the LBC data. This Thesis also presents an alternative temporal interpo-
lation method applied on a simple problem as a way that could alleviate the problem

of a rapidly moving storm entering a LAM domain.
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1.6.1 Digital-filtering initialization

The initial state of an atmospheric model is usually unbalanced (Lynch and
Huang 1992, e.g.). The same can be said for a large scale field interpolated to a
guest LAM grid. First, the large scale fields are interpolated to the new grid. This
creates waves, mostly above mountains (as can be seen in the figures of Lynch and
Huang (1992)). If the unbalanced field is used as initial state for a model run, high
intensity inertia-gravity waves will be generated in order to adjust the state to an
equilibrium.

The DFT of atmospheric models relies on the fact that the gravity-inertia waves
have higher frequencies than the meteorologically relevant rotational modes and
assumes that a frequency exists that separates them (Lynch 1997).

The filter is applied in the diabatic DFI scheme (Lynch et al. 1997). First an
adiabatic backward integration is performed from time zero to —T%p,,, where T4,
is the filter time span. The fields are filtered to obtain the model state at time
%Tspan. Then, a diabatic integration forward up to %Tsp(m is performed. The fields
are filtered again to obtain a new filtered model state at time zero.

Therefore, one uses DFI to clear those waves, artificially created by the interpo-
lation. But the storm looses much of its intensity for both Dolph-Chebyshev (Lynch
1997) and Lancozs filter (Lynch and Huang 1992, e.g.).

Termonia (2008) shows that a Doppler effect of fast-propagating storms may
shift the frequencies of the small-scale rotational modes into the frequency catego-
ries that are deemed to be the ones of the gravity-inertia waves. The Doppler effect
occurs when an observer observing a monochromatic wave of wavenumber x oscil-
lating with frequency w moving at a speed ¢, observes a wave of frequency w + ck,
that is shifted from the original frequency.

The impact of this effect in DFI manifests itself to a substantial extent in a case
of a forecast of a rapidly propagating storm (i.e., a reduction of the depth of the eye
of the storm by about 6-7 hPa).

As a cure, in Termonia (2008), it is proposed to make the filtering scale selective
by filtering the large spatial scales more than the small ones. The scale selective

filter leaves the storm almost intact, and leads to a more balanced initial state.

1.6.2 Boundary error restarts

Athough LAM uses data with 1 to 5 minute interval, this time series does not
contain any meaningful meteorological /physical information on time scales shorter
than 3 h (the coupling update period).

In the current operational practice, the coupling update frequencies of the LBC

data are usually determined by technical constraints, such as data transfer and
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storage capacity. The required temporal resolution of the LBCs is quantified in
Termonia et al. (2009) using the time scales of cross-boundary fluxes. First, the
time series of the host model output is resampled in a low temporal resolution with
a time interval T'. Then a time series of the higher temporal resolution is recreated
using a time step of the LAM.

In standard forecast cases, coupling updates of about 3 h are sufficient for a
mesoscale LAM of 7-9 km horizontal resolution. The interpolation error for the
surface pressure field with 3 h coupling update interval can be 11.5 hPa (Termonia
et al. 2009). For this particular case, hourly coupling update interval would produce
an error of 4 hPa, and an error lower than 1 hPa could be achieved using coupling
update interval of about 15 minutes. This means that a global model should produce
LBC files every model timestep. This is not feasible in most existing operational
applications.

Other model variables, such as temperature and wind requre similar coupling
update intervals in order to keep the errors below 1 K and 5 m/s respectively.
The information lost by the temporal interpolation is 1 — cos(wfT) (where T is
the coupling update period, 3 h) while all the information is lost for the modes
in the frequency band |f| > % Therefore, the information loss due to sampling
and interpolation can be quantified and implemented as a recursive digital filter. A
second-order Butterworth filter is applied to the logarithm of the surface pressure
in ARPEGE.

The forecast of the storm can be substantially improved by restarting the model
run in the moment when the storm is inside the LAM domain. Since the coupling
files contain spectral coefficients and therefore data over the whole domain, the
forecast can be resumed using data from the coupling files as the initial conditions.
The fields are first interpolated to the guest model grid and initialized by the SSDFT.
The time when the model forecast run should be stopped and re-started from the
LBC data can be determined from the filtered surface pressure field. However, then
the small scale information gained by LAM is lost. The problem is particularly
serious if the operational suite uses data assimilation, especially if the storm enters
the domain during the cycling period (between the two analysis times, in the first 3
or 6 h).

1.6.3 Gridpoint nudging

An operational high-pass filter of the surface pressure field is used to detect and
to localize a propagating storm in the global model ARPEGE. This information is
subsequently used to locally reinject the available uncorrupted storm in the coupled

model (Termonia et al. 2011). Gridpoint nudging is applied to the surface pressure
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in a subarea of the domain, limited to a region around the eye of the depression.
This restores the strength of the storm, while keeping the model state in the rest of

the domain.

1.6.4 The windowing method

Regional spectral models have previously periodized and blended limited-area
data through ad hoc low-order schemes justified by intuition and empiricism. Boyd
(2005) uses the same functions to make fields periodic and couple them to the large
scale solution. These windowing functions are infinitely differentiable and based on a
Fourier extension method of the LAM domain. Periodicity and blending are ensured
and the high-order Fourier spectral accuracy is preserved. It was first applied to a
simple problem of one-dimensional Burgers’ equation discretized using an Eulerian
explicit scheme (Boyd 2005).

However, these tests hardly prove the applicability of the method in a full
three-dimensional NWP model. Operational NWP models use timesteps substan-
tially larger than those imposed by the Courant-Friedrichs-Lewy (CFL) limit. The
windowing based formulation was implemented in the ALADIN System (Termonia
et al. 2012).

A windowing function B is defined in such a way that B = 1 on the physical

doman and B = 0 in the extension zone.

0 for|z| > 20 — x
_J) 1.1 L 20—x—|z))=(z[=x)
B=1q 5+3ef[5 Gty forlel 20—y, and || > x  (1.13)
1 for|z| < x

where 6 and y are the boundaries of the coupling and extension zones, L is a tunable
parameter and erf(x) is the error function (see Boyd (2005)). All derivatives of
B are zero at the boundaries of the coupling zone. Inside the coupling zone, B
changes from zero to one as a continuous function. One can use the erf function as
proposed by Boyd (2005) or the « function. The periodization procedure is achieved
by multiplying function f with the function B. The coupling zone and the extension
zone can, but do not have to, overlap.

The ALADIN System uses semi-Lagrangian advection scheme that allows time
steps much longer than the CFL limit. The semi-Lagrangian scheme can propagate
errors quickly and deeply into the physical domain. This effect is limited if the
extension zone and the coupling zone do not overlap.

The bi-periodization of the fields is performed during the preparation of LBCs

based on the data from the large scale model. When semi-Lagrangian advection is
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computed, some origin points? are situated outside the LAM domain and therefore
the trajectories are truncated. However, this truncation is no longer neccessary,
when using the Boyd scheme, since the data near the edges of the extension zone are
almost physical. This depends on how deeply semi-Lagrangian trajectories penetrate
into the extension zone.

The experiments in Degrauwe et al. (2012) are carried out for an extension zone
of 12 and 48 points. The error measures are computed over the domain with respect
to the host model:

e RMSE of geopotential ¢, and
e the absolute divergence.

The absolute divergence is a measure for the erroneous (gravity) waves generated
by the periodization.

Bi-periodization using windowing method gives better results than the spline
method in the ALADIN System. However, there was no difference in results using
the er f function and the a function. Overlapping the relaxation and the extension
zones was detrimental for the forecast using the ALADIN System. The improve-
ments are demonstrated for cases when a storm propagates quickly into the domain
interior. However, the error of not using the Boyd method is of the same order of
magnitude as the temporal interpolation error. This means that Boyd’s solution
brings improvement once the temporal interpolation problem is solved. The sco-
res computed over a longer validation period do not reflect an improvement (nor

deterioration).

2The semi-Lagrangian scheme computes the locations of the origin points of the Lagrangian
trajectories for the particles arriving to the model grid points.



Chapter 2

Methods for automatized
detection of rapid changes in

lateral boundary condition fields
for NWP limited area models

Operational LBCs are provided to LAMs at a time interval of several hours,
referred to as the coupling update period!. These data are used at lateral boundaries
of the LAM domain every LAM time-step of several minutes. Consequently, LBC
data of the large scale model are (linearly) interpolated in time. The interpolation
procedure distorts the model fields and can lead to LAM forecast failures in case of
fast propagating storms. The problem of linear interpolation of model fields in time
for cases with rapidly moving storms that enter the LAM domain is expected to
become worse as both global models and LAMs move to higher resolutions. These
storms are associated to rapidly moving pressure disturbances that will be referred
as RMPDs in this Thesis. The problem could be even more pronounced in climate
LAM’s that couple to large scale data that are available with a longer interval.

One needs LBC data to represent scales that are too large to be periodic on
LAM domain (Laprise 2003). Various schemes for treating LBC data suffer from dif-
ferent problems (Davies 1983). Model errors propagate from the lateral boundaries
through the domain during the forecast time (Nicolis 2007), these errors amplify and
spread further with longer time of integration (Nutter et al. 2004). A large LAM
domain was recommended (Staniforth 1997) to prevent boundary induced errors
from propagating to the area of interest. However, there are problems that can not

be cured by making LAM domain larger (Vannitsem and Chome 2005). For an

!This chapter is based on Tudor, M., 2015. Methods for automatized detection of rapid changes
in lateral boundary condition fields for NWP limited area models. Geoscientific Model Develop-
ment. 8, 2627-2643.
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overview of issues related to LBCs, see Warner et al. (1997).

The RCMs are expected to develop small scale features due to high resolution
surface forcings, nonlinearities in atmospheric dynamics and hydrodynamic insta-
bilities (Denis et al. 2002). A large coupling update interval can make LBCs act
as a filter of small scale features that (should) enter the LAM domain. A climate
LAM without small scale information in the initial conditions and LBCs develop
small scale variance even in the absence of surface forcing due to nonlinear cascade
of variance (Laprise 2008), but it takes several days for that.

Currently, there are two sets of the LBC data that can be used for opera-
tional forecast using ALADIN (ALADIN International team 1997) (Aire Limitée
Adaptation dynamique Développement InterNational) LAM in Meteorological and
Hydrological Service of Croatia (DHMZ). One is from global Integrated Forecast
System (IFS) of the European Centre for Medium-Range Weather Forecasts (EC-
MWF) and another is from the global model Action de Recherche Petite Echelle
Grande Echelle (ARPEGE, see e.g. Cassou and Terray (2001)) of Météo-France.
The LBCs from the global numerical weather prediction (NWP) models ARPEGE
and IFS are operationally provided with a 3 h interval. These are used for running
the operational ALADIN forecast at 8 km resolution (Tudor et al. 2013). Coupling
is performed along the lateral boundaries in the 8 gridpoints from domain edge by
means of Davies (1976) coupling scheme and using linear interpolation in time of
the input fields from the global model.

Termonia (2003) has analysed the Lothar storm (Wernli et al. 2002) and found
that the 3 h coupling update interval is insufficient for resolving the storm in lateral
boundaries. Also, Davies (2014) finds that 3 h LBCs lose information for 12 km
resolution LAM coupled to 12 km resolution large scale model (see Figure 5¢ in
Davies (2014)). In order to monitor the occurrence of potential LAM forecast failures
due to insufficient coupling update frequency, a recursive high-pass filter (Termonia
2004) has been implemented to the ARPEGE model and applied to the surface
pressure field. The filtered surface pressure field is referred to as monitoring of the
coupling update frequency (MCUF) field. Large values of the MCUF field indicate
a RMPD in the surface pressure through that model grid point. A value larger than
a threshold value suggests that a fast cyclone has moved through the area.

The MCUF field is provided since 06 UTC run on 23" of January 2006 in the
coupling files from global model ARPEGE, run operationally in Météo-France, for
the common coupling domain used for LBC data in 6 countries (Austria, Croatia,
Czech Republic, Hungary, Slovakia and Slovenia). This common domain will be
referred to as the LACE domain (Limited Area for Central Europe). The horizontal
resolution of the LACE coupling domain provided from ARPEGE has changed over
the years (see Table 2.1), but the aerial coverage of the LACE coupling domain
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Figure 2.1: Mean sea level pressure (hPa) from ARPEGE (green) and ALADIN (red)
operational 60 h forecast starting from 12 UTC analysis on 27" of October 2008. The
coordinates and values of MCUF field exceeding the 0.003 Pa/s threshold are listed in the

upper right corner and plotted as blue dots on the map.

Table 2.1: Model (ARP-ARPEGE), period (form 06 UTC on first date to 00 UTC on the
last date), horizontal resolution and total number of the coupling files for which the rapid
changes of surface pressure field were analyzed, the field was used received from Météo-
France and computed by ALADIN for files received from ECMWF. The rapid changes in
surface pressure for the first 3 h were ommited from the analysis due to evidence of model
spin-up for some periods.

model period resolution total num  whole domain MCUF > 0.003

(from-to) (km) of files > 0.003 > 0.004 > 0.005 cplzone
ARP  23Jan2006 — 06Feb2008 20.7 64292 906 270 93 235
ARP  06Feb2008 — 11May2010 15.400 72600 1017 383 141 400
ARP  11May2010 — 16Nov2014 10.610 151756 1122 293 125 243
ARP  23Jan2006 — 16Nov2014 all 288648 3045 946 359 878
ARP  01Nov2010 — 16Nov2014 10.610 129674 995 259 108 186
IFS  01Nov2010 - 16Nov2014 15.400 147350 698 178 67 109
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provided from ARPEGE remained the same (see the aerial coverage of the green
isolines in Figure 2.1). Local operational domains are smaller than the LACE do-
main, but have higher horizontal resolution and have coupling zones 8 gridpoints
wide along lateral boundaries. If the point with the large MCUF value is inside the
coupling zone of the ALADIN domain, it can be expected that the ALADIN model
run underestimates the cyclone strength due interpolation of boundary data in time.
These events are expected to be rare, at least according to the analysis performed
on one year of data for the Belgian domain (Termonia et al. 2009). But, rapid chan-
ges in surface pressure are associated to the most intensive storms moving rapidly.
Such storms pose a threat to the public and require warning. It is very important
that operational NWP models forecast such events. The frequency of such events
is analysed for the LACE domain over almost 9 years of data from the operational
ARPEGE fields (since 23" of January 2006 until 15 of November 2014).

The most obvious solution to this problem is to increase the frequency of the
available LBC data and most of the centres that run both global models and LAMs
use hourly input fields for the LAMs. However, this solution is not very practical
for the meteorological services that run only LAMs and rely on LBC data from
somewhere else. On the other hand, if 3 h data is insufficient for global model run
with roughly 16 km and LAM in 8 km resolution, then hourly data would be less
satisfactory when both global model and LAM move to higher resolutions. Also,
running old cases from stored archive data requires using LBCs with 3 h interval.

There are other solutions proposed to solve the problem of errors in LBCs caused
by time interpolation of fields. The first one (Termonia et al. 2009) is to restart the
model forecast from the coupling file when the storm is inside the domain using
the scale selective digital filter initialization (Termonia 2008). The second one is to
insert the storm by means of gridpoint nudging (Termonia et al. 2011). Both of these
require to stop the model run, insert the storm artifically and continue the model run
from there. Using corrected interpolation with time derivatives (Termonia 2003),
Boyd’s periodization method (Boyd 2005; Termonia et al. 2012) can also improve the
forecast (Degrauwe et al. 2012), and alternative methods of interpolating LBC data
in time (Tudor and Termonia 2010) do not require restarts, but are computationally
expensive, so these would also be used only when needed. However, in order to
apply any of these solutions, we should first detect the RMPD in the fields used on
lateral boundaries.

Using MCUF implies that the global model computes it operationally and dis-
tributes the field in the output files together with the other forecast fields. However,
the LAM can be coupled to various global model forecasts or a larger scale LAM
for operational forecast and re-analyses for climate model studies or simulations of

specific phenomena. With the exception of ARPEGE, global models do not pro-
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vide a field that would diagnose rapid changes in pressure that occured in each
grid-point during a time interval between two consecutive output files. The centers
that provide global model fields could be discouraged to compute MCUF field due
to computational cost and potentially complex implementation in the model code,
and especially to re-run the re-analysis cycles to provide such data for studies of
historical weather. It is therefore usefull to detect RMPDs a posteriori using the
standard meteorological fields usually provided in the model output. The method
should enable automatic detection of a RMPD to be useful in the operational fo-
recast as well as in the climate simulations using LAM. Fast-moving disturbances
in the upper layers of the atmosphere or inertia-gravity waves are more common.
These are also a source of errors in LAMs while MCUF detects disturbances only
in the surface pressure. The focus of this chapter are rapidly moving disturbances
in surface pressure, but a method that detects them could be applied to an upper
level field as well.

LAMs used for simulations of climate use input LBCs that are available in
coupling update interval of 3 h or more. Simultaneously, LAMs tend towards higher
horizontal resolutions. A number of climate studies has been performed (Hamdi et
al. 2012; De Troch et al. 2013; Hamdi et al. 2014) using ALADIN in combination
with ERA40 (Uppala et al. 2005) and ERAlInterim (Dee et al. 2011) datasets for
LBCs. These applications will also benefit from a method that detects RMPDs
a-posteriori from the standard meteorological fields used for LBC.

The NWP suite at DHMZ is focused on forecasting weather over the area of
Croatia. Cyclones that affect that area often originate from western Mediterranean
and the Adriatic. That area is recognized as a particularly active region with respect
to cyclones (Campinis at al. 2000; Alpert et al. 1990, e.g.). Severe precipitation
events occur when cyclone produces convergence of the moist air and a large quantity
of precipitable water (Lionello et al. 2006). Western Mediterranean experiences flash
flood events that arise from extremely high rainfall rates (Doswell et al. 1996).

The MCUEF field is not provided in the LBC files of IF'S provided by ECMWFEF.
On 1% of January 2014 the operational ALADIN forecast in DHMZ has switched to
using [F'S coupling files. It is possible to compute MCUF field by running ALADIN
on the resolution and domain of the coupling fields. Here an analysis is performed
of the MCUF field computed by running ALADIN for the common LACE coupling
domain for the files provided from IFS since 27" of October 2010 until 15" of
November 2014. Otherwise, it is possible to estimate the error that arises due
to linear interpolation of the LBC data in time (Termonia 2003) from the model
tendencies obtained by running ALADIN for one time step. The error was estimated
for surface pressure and the mean sea level pressure (MSLP) using coupling data

without initialization, or initialized to remove the high frequency noise. Additionally,
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this work proposes to estimate the magnitude of pressure variations by computing

a simple amplitude of oscillations between the successive coupling files.

2.1 Model description and methods of detection
of RMPDs

2.1.1 Operational forecast model

ALADIN is used for operational weather forecast in DHMZ in 8 km resolution
using hydrostatic dynamics, 2-time-level semi-implicit semi-Lagrangian and stable
extrapolation two-time-level scheme (Hortal 2002). Operationally, the model uses 37
levels in the vertical and a mass-based hybrid terrain-influenced vertical coordinate
n (Simmons and Burridge 1981).

The initial conditions for the operational forecast are obtained using data assi-
milation procedure (Stanesi¢ 2011). Details of the operational forecast suite as well
as model set-up are provided in Tudor et al. (2013), but there were few changes
(Tudor et al. 2015). The forecast is run up to 72 h four times a day, starting from
00, 06, 12 and 18 UTC analyses, and coupled to LBC fields from IFS in delayed
mode. This means that LBC for 6 h forecast from 18 UTC run of IFS is used for
initial LBC for 00 run of the next day, 9 h forecast from 18 UTC run of IFS is used
for 3 h forecast LBC for 00 run of the next day, and so on.

The 8 km resolution operational forecast is coupled to a global model on the 8
points wide zone along lateral boundaries using relaxation technique (Davies 1976)
and linear interpolation of the LBC data in time (Haugen and Machenhauer 1993;
Réadnoti 1995). Each coupling file contains the complete set of fields needed to
initialize the ALADIN model forecast.

The DFI is implemented in ALADIN in order to remove high-frequency noise
(Lynch and Huang 1992) that arise due to interpolation of the coupling fields from
the global model grid to the grid of the coupling files and then again to the resolution
of the LAM (and changes in height of topography in different models/resolutions).
Since DFT can considerably reduce the depth of the RMPD due to the Doppler
effect, alternative scale selective digital filter initialization (SSDFI) was proposed,
implemented and tested in the ALADIN model (Termonia 2008).

2.1.2 Global model ARPEGE

ARPEGE is a global semi-Lagrangian spectral model run operationally at
Météo- France on a stretched and rotated grid (Courtier and Geleyn 1988) with

highest horizontal resolution over France and lowest resolution on the opposite side
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of the Earth. The horizontal resolutions in the model forecast and data assimilation
procedure were changing during the 9 years when the MCUF field was computed in
the operational ARPEGE forecast. The horizontal resolution of the coupling files
also changed twice, see Table 2.1.

ARPEGE can use coarser resolution in variational data assimilation procedure
than in the forecast run. The fields from the operational forecast are interpolated
from the stretched and rotated native model grid to the grid of the limited area
LACE domain in Lambert projection of the coupling files.

The fields from the operational ARPEGE forecasts are available in the coupling
files with 3 h interval for 4 runs per day (starting from 00, 06, 12 and 18 UTC
analyses) and extending up to 72 for the 00, 06 and 12 UTC runs and up to 60 h
for the 18 UTC run. ARPEGE computes the MCUF field operationally according
to Termonia (2004) and the field is distributed in the coupling files.

2.1.3 Global model IFS

IF'S is also a global spectral model that uses semi-Lagrangian advection scheme.
It is run operationally at ECMWF with uniform horizontal resolution over the globe.
The details of the operational set-up in the model forecast and data assimilation
have changed over the years used for this study, while the LBC files were available
operationally, as did the operational model versions. The model forecast fields are
interpolated from the IFS model grid to the LAM grid in Lambert projection and
the horizontal resolution of the coupling files remained 15.4 km (see Table 2.1).

Following the research studies where LBC data from IFS has been used for
studies of severe weather cases (Ivatek-Sahdan and Ivancéan-Picek 2006; Brankovié
et al. 2007, 2008), the operational forecast run of the ALADIN model in DHMZ has
switched to using LBC data from IFS on 1% of January 2014.

The MCUF field is not computed by the IFS operational suite and therefore
not available in the coupling files from IFS provided by ECMWF. Rapid changes
in the surface pressure or the MSLP were detected in the fields provided from IFS
operational forecast in the coupling files on the LACE common domain using a

number of tools.

e ALADIN was run on the LACE domain (in the resolution of the coupling files)
with 600 s time step and the MCUF field was computed during the model run.
The computed MCUF field will be referred to as IFSM. However, this means
that a different model was run (different dynamics and physics) and the results

can be different than when computed in the host model.

e The coupling error function from Termonia (2003) was computed by running

one time-step forecast starting from fields in the coupling files (in the same
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horizontal and vertical resolution), three sets of experiments were performed

using initialization without filtering, using DFI or SSDFT.

e The amplitude of the oscillations in the surface pressure (and the MSLP) was

computed from three consecutive coupling files.

The last item actually detects situations when the moving pressure disturbance
would be missed using 2A¢ (6 h) coupling update interval not the At (3 h) interval.
But the large values of this field can mean that the interval as short as At can also be

insufficient for proper representation of lateral boundary data by linear interpolation
of the LBC fields in time.

2.2 Computing the coupling error from the IFS
coupling files

2.2.1 Monitoring of the coupling update frequency (MCUF)
field from the IF'S coupling files

ALADIN can compute the MCUF field during the model forecast. The field
was computed by running ALADIN on the LACE domain of the LBC files from
operational IFS with horizontal resolution of 15.4 km (the same resolution and grid
as the coupling files) and a time-step of 600 s. The output IFSM field is written with
3 h interval. The same procedure has been performed on the LBC files provided
since 27" of October 2010 until 15 of November 2014, for 4 runs per day (starting
from 00, 06, 12 and 18 UTC analyses) and extending to 78 h forecast.

The maximum value of the IFSM field on the domain covered by the coupling
files has been computed for each forecast output file. The average IFSM has been
computed, the number of files when it exceeded the critical value and the maximum
value achieved in each grid point for the coupling files for 6 h forecast and longer.

The same procedure was applied to the ARPEGE coupling files. MCUF was
also computed by running ALADIN on the domain and resolution of the coupling
files from ARPEGE and this field is refered to as the ARPM field to distinguish
it from the MCUF field computed in ARPEGE forecast. But the coupling files
from the ARPEGE global model are provided in different horizontal resolutions
that the files from IF'S. There was no period when both coupling files used the same
horizontal resolution (Table 2.1). It is more important to test the method on both
sets of coupling files on the same period in time since the frequency of the occurence

of the fast storms can have significant seasonal and annual variability.
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2.2.2 The coupling error function

Each coupling file contains the complete set of model fields that can be also
used as an initial file to perform a forecast run using ALADIN model. The coupling
data are used as initial fields to perform a model integration of one time step forward
in time in order to obtain F'(t + 6t) and the tendencies of the model variables. In
order to avoid spurious high frequency noise, a filter initialization should be applied
before the start of the model run.

When investigating the error due to linear interpolation of surface pressure,
Termonia (2003) computes a coupling error function from the surface pressure field
and finds that its maximum over the model domain is a good indicator of a RMPD.
Each coupling file contains the complete set of fields needed to initialize the model;
therefore, it can be used as initial fields to perform one time step model integration.
Termonia (2003) defines a dimensionless estimate of the truncation error due to
linear interpolation in time as

1| (F'(t2) — F'(t1)) (t2 — ta)

=TT Fi) + Pk | (2.1)

Where F(t12) are the values of the model field F' at times when the LBC data
are available in the coupling files and t; — t; is the coupling update interval (3

h). F'(t;2) is the tendency of the field F' at time ¢;5 and can be estimated as

F/(tLQ) _ F(t172+527F(t172

function of surface pressure and the MSLP was computed for each coupling file.

) where 6t is the model time step. The coupling error

The tendencies can be computed without any filtering of the field in coupling files,
using DFI (Lynch et al. 1997) or SSDFI (Termonia 2008).
The coupling error function ey has been computed for the surface pressure field

from IF'S coupling files. The maximum values over the model domain are
Er = maz(er(z,y)) (2.2)

where e is the error computed in each grid point.

The error estimate Er revealed cases when linear interpolation of the coupling
data in time with 3 h coupling update interval is insufficient for the Belgian domain
(Termonia 2003). Both Er computed with or without filtering over the Belgian
domain yield a clear signal when there is an intensive RMPD. But the domain of
ALADIN Belgium used in that work did not contain any strong orography. The
Croatian domain (and hence the LACE coupling domain) contains mountains of

considerable height (Alps, Apennines etc.).
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Digital filter initialization

The coupling files contain already interpolated data (to a Lambert conformal
grid), not the data from the native global model grid. Horizontal interpolation of the
surface pressure field (and other forecast fields) from native IFS grid and topography
to the grid and topography of the LBC files also distorts the fields, so there could
be spin-up when computing the tendencies. This change in geometry can generate
high frequency noise that can be removed using DFI (Lynch and Huang 1992). The
DFI was applied using Dolph-Chebyshev filter on 14 time steps adiabatic backward
integration and 14 time steps forward integration with a time step of 600 s. The
time span was 2.333 h, the stop band edge period was 3 h, the ripple ratio 0.05
yields minimum time span of 2.07 h (Lynch 1997) used with the scheme for diabatic
DFI in ALADIN (Lynch et al. 1997).

Scale selective digital filter initialization

Doppler effect can shift the frequencies of RMPDs into the range of spurious
gravity waves that DFI was designed to remove. Consequently, DFI reduces the
intensity of RMPDs (Termonia 2008). Alternative SSDFI is expected to be a bet-
ter solution for initializing the fields used to compute the coupling error function
intended to detect RMPDs.

The SSDFI was applied using Dolph-Chebyshev filter on 8 time steps adiabatic
backward integration and 8 time steps forward integration with a time step of 600
s. The time span was 1.333 h, the stop band edge period was 1.5 h, the ripple
ratio 0.05 yields minimum time span of 1.019 h and the cutoff frequency increases
with wave number for 30 m/s (Termonia 2008). This shorter time span and stop
band edge period yields less filtering that preserves the storm in Termonia (2008)
while still removing the spurious inertia gravity waves generated above mountains.
Shorter time span means shorter model run which is also beneficial in the operational
context.

Both filtering methods require running the model adiabatically backwards for
a number of time-steps and then diabatically forward for the same number of time
steps for each of the coupling files. The method is therefore computationally expen-
sive if DFT or SSDFT are applied before computing the tendencies (about as expensive
as [FSM).

2.2.3 The amplitude in the pressure variations

All the methods described previously require that all the coupling files (initial
and forecast) contain the data necessary to initialize the LAM and run the LAM at

least for one time step. Here a very simple method for detecting RMPDs is presented
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that does not require running LAM.

As a measure of variability in the model field, the following can be computed:
1
A= (F(t) + F(t;) - 2F(t)) (2.3)

where F'(t1), F(t2) and F(t3) are the values of the model field F* at three consecutive
times t1, t5 and t3 when the coupling data are available. The differences in times is
the coupling update interval t, — t; = t3 — to = At which is operationally equal to
3 h. The measure ”A” is a temporal Laplacian of the field F'.

Eq.2.3 describes the changes of the model field F' during the 2At¢ period, e.g.
twice the coupling update period. Therefore, the values of A are largest in points
where At period is actually enough to describe the evolution of the model variable
during the coupling update interval using linear interpolation in time (e.g. at the
position of the pressure minimum at time ¢,). However, A can be used as an indicator
of a RMPD, as will be shown in the results of this study. On the other hand, A could
miss the evolution of the model variable on a time scale less than At, for example

when the model variable evolves as the full line in Figure 1 of Termonia (2003).

2.2.4 The effect of linear interpolation

An atmospheric disturbance can enter the domain unnoticed by the coupling
scheme. Figure 2.1 shows the MSLP from the ARPEGE forecast (as provided in
the coupling file) and the MSLP from the ALADIN 8 km forecast coupled to it.

Linear interpolation in time distorts the model fields. Figure 2.2 shows the
effect of linear interpolation on the MSLP. The ARPEGE forecast the MSLP from
two consecutive coupling files is interpolated linearly in time (as in the operati-
onal coupling procedure). In the place of moving storm, LAM sees a dual cyclone
structure, one cyclone/storm disappears and another appears. This is why larger
coupling zone yields dual cyclone structure, as was shown by Tudor and Termonia
(2010).

Other meteorological fields that are used for coupling at lateral boundaries get
distorted by linear interpolation in time if they contain high resolution features
such as storms or meteorological fronts. For simplicity, this chapter will focus on
the MSLP and surface pressure fields.
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Figure 2.2: Mean sea level pressure (hPa) from ARPEGE operational coupling files
starting from 12 UTC analysis on 27" of October 2008, 57 (a) and 60 (i) h forecasts,
linear interpolation of the MSLP in time to half of the 3 h coupling period (e), 1/8 of 3h

(b), 1/4 (c) 3/8 (d), 5/8 (f), 3/4 (g) and 7/8 (h).
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Figure 2.3: Maximum value of the MCUF field (units hPa) on the LACE coupling
domain, provided from ARPEGE, from the coupling files for 6 h forecast up to 72 h
forecast (60 h for 18 UTC run), starting from 00, 06, 12 and 18 UTC analyses, since 23"
of January 2006 until 15" of November 2014.
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2.3 Filtered surface pressure field from ARPEGE

2.3.1 The time series of MCUF maxima

The maximum value of the MCUF field as computed in the operational AR-
PEGE has been extracted from each forecast coupling file available for the whole
LACE coupling domain. The time series of MCUF maxima are shown in Figure
2.3. The MCUF maxima from the 3 h forecast files were omitted in the plot since
they had high values due to other phenomena that arose during spin-up following
ARPEGE initialization, especially in the period until 6! of February 2008. Most
of the points with large MCUF values in the 3 h ARPEGE forecast are close to
mountains. This suggests large spin-up of the surface pressure field in the beginning
of the ARPEGE forecast. Since these large values of MCUF in the +03 h forecast
mostly do not represent storms moveing quickly through the domain, analysis has
been performed only on fields from +06 h forecast or larger.

Experimentally, the critical value of MCUF=0.003 has been established as a
threshold when the storm will pass lateral boundary undetected (Termonia et al.
2009). MCUF exceeds the 0.003 value rather often, mostly in successive forecasts
of events. For each file where MCUF was larger than this threshold value, a figure
was plotted with the MSLP from the coupling file (ARPEGE) and the operational
ALADIN forecast at 8 km resolution coupled to it, and the points where MCUF
was larger than 0.003 (see example in Figure 2.1). Each time, large MCUF values
were associated to a pressure disturbance in ARPEGE that was often less intensive
in ALADIN forecast (if covered by the operational ALADIN domain).

The events that yield large values of the MCUF field represent RMPDs that
rapidly traverse any part of the LACE domain. These events are more frequent in
autumn, but appear throughout the year, least often during summer months. Several
large MCUF values can be associated to a single event (a cyclone moving rapidly
over the model domain), but they represent maxima from different forecast coupling
files and different forecast runs (starting from different initial times corresponding
to different ARPEGE analyses). On the whole LACE domain, the critical MCUF
value of 0.003 has been exceeded in more than 1% of the cases (3045 times in 288648
files) in the whole period from 23" of January 2006 until 16" of November 2014 (see
Table 2.1). In 0.3% of cases (878 files), large MCUF values were close to the coupling
zone of the operational ALADIN domain in DHMZ (see Figure 2.1). This is only
0.3% of the coupling files and the event can be considered rare. But, as mentioned
earlier, these events are perhaps most important to be forecast. In order to properly
forecast such events using LAM, one should first detect it and then apply boundary

error restarts (Termonia et al. 2009) or gridpoint nudging (Termonia et al. 2011).
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2.3.2 Spatial distribution of MCUF from ARPEGE

Successful implementation of the computations of the MCUF field in the opera-
tional ARPEGE means that it is not dependent on the horizontal resolution of the
global model since ARPEGE is run on a stretched grid. The averaged MCUF fields
(Figure 2.4) for different horizontal resolutions (Figure 2.4a for 20.7 km, Figure 2.4b
for 15.4 km and Figure 2.4c¢ for 10.5 km) show that MCUF does not depend on the
resolution of the coupling files and the resolution of the global model where MCUF
was computed. Averaged MCUF field is slightly larger over the North Sea in the
first period (from 237 of January 2006 until 6" of February 2008) for the lowest
resolution. The values over the Mediterranean have the highest values in the middle
period (from 6™ of February 2008 until 11** May 2010) for the 15.4 km resolution
of the coupling files. This result suggests that the cyclones traversed Mediterranean
more often and faster during that period than in the periods before and after.

The maps of number of cases when the MCUF field exceeded the 0.003 threshold
(Figure 2.5) show that the number of cases with fast cyclones over the North Sea
is the largest in the last period (that is also twice as long as the other two). But
over the Mediterranean, MCUF exceeded the critical value most often in the second
period, as well as over the area under the influence of the Bay of Biscay.

The absolute maximum values of the MCUF field have large values over most
of the western Mediterranean during the second period (Figure 2.6). The overall
largest values of MCUF were computed during the third period (and in the highest
spatial resolution) close to the coastline of Algeria, but the values are low over the
rest of the Mediterranean. On the other hand, the maxima are the highest over the
North Sea in the last period and over the Black Sea in the first period.

The spatial distribution of the frequency of the events when MCUF exceeded
the critical value (Figure 2.5) indicate which areas should be avoided as parts of
the coupling zone if one wants to have fewer problems with properly resolving the
boundary data in time with 3 h coupling update period. When the filtered surface
pressure field is larger than a threshold value 0.003, there is a storm rapidly propa-
gating through the area. If the point with the large value is inside the coupling zone
of a LAM, it can be expected that the LAM forecast will miss the storm due to time
interpolation of boundary data. The analysis of the MCUF field from ARPEGE
coupling files for the common LACE coupling domain shows that this field is above

the threshold far more frequently than acceptable.
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Figure 2.4: Average MCUF field (units 0.001 hPa) from ARPEGE for different resoluti-
ons of the LACE coupling files: (a) 20.7 km averaged for the period 23" of January 2006
to 6! of February 2008. (b) 15.4 km averaged for the period 6" of February 2008 to 11"
of May 2010. (c) 10.5 km averaged for the period 11" of May 2010 to 15" of November
2014.
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Figure 2.5: The number of times the MCUF field from ARPEGE exceeds 0.003 threshold
for different resolutions of the coupling files: (a) 20.7 km averaged for the period 23"¢ of
January 2006 to 6™ of February 2008. (b) 15.4 km averaged for the period 6** of February
2008 to 11" of May 2010. (c) 10.5 km averaged for the period 11** of May 2010 to 15"
of November 2014.
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Figure 2.6: Absolute maximum values of the MCUF field (units 0.01 hPa) from ARPEGE
for different resolutions of the coupling files: (a) 20.7 km averaged for the period 237¢ of
January 2006 to 6" of February 2008. (b) 15.4 km averaged for the period 6" of February
2008 to 11" of May 2010. (c) 10.5 km averaged for the period 11** of May 2010 to 15"
of November 2014.
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2.4 Detecting rapidly moving pressure disturban-
ces (RMPDs) in the IFS coupling files

MCUF is not computed by operational IF'S, the alternative methods of detecting
RMPDs have been tested on the coupling files received operationally.

2.4.1 Computing MCUF by running ALADIN model on the
coupling files from IFS

MCUF computed by running ALADIN in the resolution of the coupling files
from IFS using interpolated IFS analysis as the initial conditions (without any fil-
tering) for 4 runs per day up to 78 h forecast with 3 h output. The MCUF field
computed this way is referred to as IFSM. The initial IFSM values are zero. IFSM
computed during the first 3 h of forecast has very large values due to model spin-
up so only the fields corresponding to the 6 h forecast and longer are used in the

analysis.

The time series of IFSM maxima

The time series of the maximum values of IFSM field from the whole LACE
domain for forecast ranges from 6 to 78 h are shown in Figure 2.7 for the period from
27" of October 2010 until 15" of November 2014. The critical value is exceeded
in 698 files (out of total 147350 files) during the 4 year period and over the whole
domain (see Table 2.1). This is less often than in ARPEGE, since during the same
period MCUF was larger than 0.003 in 995 files (out of 129674 files). The total
number of files is larger for IFS than for ARPEGE since ARPEGE forecast LBC
files extend up to 72 h (and only 60 h for the 18 UTC run), while files from all runs
of IFS extend up to 78 h forecast.

Although the critical value of 0.003 is exceeded less often with IFSM than with
MCUF in ARPEGE;, there are periods with large values associated to RMPDs during
every part of the year, more often in autumn and the least often in summer. A figure
with the MSLP from the IFS coupling file and gridpoints with large IFSM values
were plotted for each coupling file for which IFSM exceeded the critical value in
order to estimate if the large IFSM values are associated to the cyclones in the IFS
files (and not only in the ALADIN forecast run used to compute the IFSM field).
Inspection of this set of figures leads to a conclusion that large values of IFSM are
connected to a pressure low in IFS fields.

One should keep in mind that the MCUF values are computed by running
ALADIN using IFS coupling files (initial and forecast). ALADIN model can yi-
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Figure 2.7: Time series of maximum value of IFSM field (units hPa) on the coupling
LACE domain for 6 h forecast up to 78 h forecast, computed by running ALADIN, starting
from 00, 06, 12 and 18 UTC analyses, since 1°¢ of November 2010 until 15" of November
2014.
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eld different evolution of model variables, including surface pressure, so that large
MCUF values correspond to a cyclone that moves quickly in the ALADIN forecast,
not neccessarily in the IFS forecast. On the other hand, a RMPD in the IFS forecast
might be less intensive or slower in the ALADIN forecast due to differences in the

model set-up, choices in physics and dynamics.

Spatial distribution of IFSM

MCUF was computed by running ALADIN forecast on a limited area domain
in 15.4 km resolution. Coupling zone was 8 points wide. The procedure could have
missed a cyclone entering the LACE domain during the coupling interval. It is also
expected to get unwanted phenomena in the IFSM field in the coupling zone of the
LBC files.

In Figure 2.8, a small dot is plotted in the position of each model grid-point in
the colour corresponding to the average IFSM value multiplied by 1000 as shown
in the colour scale below. Average IFSM field and average MCUF from ARPEGE
for the same period (Figure 2.8) have substantially different spatial distributions.
The differences are most pronounced over the Baltic area, where IFS yields faster
cyclones and over Mediterranean, where ARPEGE forecasts more RMPDs.

Maximum MCUF has larger values than [FSM (Figure 2.9). The average values
are low along lateral boundaries, but the maxima do not decrease towards the lateral
boundaries (Figure 2.8). The differences in the maximum MCUF and IFSM values
are much less pronounced than for the averaged fields.

In most of the domain, MCUF and IFSM exceeded the critical value less than
once in the 4 year period (Figure 2.10). The most critical part is in the north, where
cyclones apparently traverse rather quickly and the number of files where IFSM is
larger than threshold exceeds 20. Both MCUF and IFSM show areas where pressure
disturbances move more rapidly and/or frequently than elsewhere, such as the North
Sea, the Baltic, western Mediterranean and west coast of the Black Sea. The critical
value of 0.003 is exceeded more often for IFSM than in ARPEGE (Figure 2.10), over
the North Sea, western Black Sea and the Baltic, but less often over the western
Mediterranean. This suggests that IFSM field could be missing some of the RMPDs

approaching the Adriatic Sea and Croatia over the western Mediterranean.

Computing MCUF by running ALADIN model on the coupling files from
ARPEGE

ARPM was computed by running ALADIN on the domain and resolution (10.6
km) of the ARPEGE coupling files with At = 450 s starting from the ARPEGE

analysis without initialization. The time series of ARPM maxima over the LBC
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Figure 2.8: Spatial distribution of the average IFSM (top) and MCUF (bottom) values
(units 0.001 hPa) for forecast h greater than or equal to 06 h for the period since 15! of
November 2010 until 15 of November 2014.
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Figure 2.9: Spatial distribution of the maximum of absolute IFSM (top) and MCUF
(bottom) (units 0.01 hPa), for forecast hour greater than or equal to 06 h for the period
since 1% of November 2010 until 15" of November 2014.



46 2.4 Detecting rapidly moving pressure disturbances (RMPDs) in the IFS coupling files

60N

57N

54N

51N

48N 1

45N -

42N

39N

36N

33N = T T T T T T T T T T T T T T
6W 3w 0 3E 6B 9E 12E 15E 18E 21E 24E 27E 30E 33E 36E 39E

60N

SIN{ L
54N -
51N
48N -
45N -
42N+
39N -

36N

33N = T T T T T T J J T T T T T T T
6w 3w 0 3E  6E 9E 12E 15E 18E 21E 24E 27E 30E 33E 36E 39E

1 2 4 6 sl Wl 2HW 14 MW 1l 13l 200 221 2211

Figure 2.10: Spatial distribution of the number of occurences when IFSM (top) and
MCUF (bottom) values exceed the value 0.003, for forecast hour greater than or equal to
06 h for the period since 1% of November 2010 until 15" of November 2014.
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Figure 2.11: Time series of maximum value of ARPM (MCUF computed by running
ALADIN on the coupling LACE domain from ARPEGE (the domain and resolution of
the LBC files) with At = 450 s).

domain are shown in Figure 2.11. There is a good agreement with MCUF computed
in ARPEGE. But ARPM gives an additional strong signal for the storm that hit
Turkey on 27" September 2014. MCUF did not show a signal for the same case.

2.4.2 The coupling error function values using the MSLP
from ECMWF coupling files

ALADIN was run for one time step using fields from the coupling files from
IFS as initial conditions in order to estimate the tendency of the model variables (in
particular the surface pressure). The run is performed on the grid of the coupling
files using At = 600 s. The error is estimated according to Equation 2.1 and its
maximum over the model domain according to the Equation 2.2. The coupling
error function was computed for the period since 27" of October 2010 until 15" of
November 2014 for experiments without initialization and initialized with SSDFT,

and for the period since 1% of January 2013 for the experiment with DFI.

Tendencies computed without filtering initialization

The time series of Fp computed without initialization is plotted in Figure 2.12.
The noise is more intensive than with IFSM, but the signal of RMPDs can be seen.
The level of noise is lower in summer than in winter and it is lower when the coupling
error function is computed using the MSLP than for surface pressure. Due to rather
high level of noise, a critical value larger than 0.003 should be defined in order to
avoid false alarms. The method using error estimate sometimes yields large values
over mountainous areas. If the model domain is defined so that the mountains are

not in the intermediate zone (close to lateral boundaries), these events could be
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Figure 2.12: Time series of maximum value of coupling error function (Er, Eq. 2.2)
without any filtering initialization.
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Figure 2.13: Time series of maximum value of coupling error function, fields are initiali-
zed with DFI.

ignored by the operational procedure and would not be false alarms.

Tendencies computed with digital filter initialization

The time series of Ep computed for fields initialized with DFI is plotted in
Figure 2.13 for the period from 1% of January 2013 until December 2014. The noise
is much lower than for the test without initialization, but the signal of RMPDs is
also weaker. There is more noise in EF7 computed for the MSLP than for surface
pressure in winter and spring, but less in the autumn. The signal of the RMPDs is
removed almost completely from the coupling error function computed for surface
pressure, especially in winter and spring.

There is a signal for RMPD in Ep computed from the MSLP on 27 of No-
vember 2013 that does not exist in the time series of Ep for the surface pressure.
The peak is located over the Alps (not shown) and shows persistently for model
runs from successive analyses about the same time (9 to 15 UTC that day). The
satellite figures of the area for that date show clouds associated to mountain waves

(not shown).

Tendencies computed with scale selective digital filter initialization

Similarly, the coupling error function was computed after the fields in the co-
upling files have been initialized using SSDFI for the period since 27" of October
2010 until December 2014. The time series of the maxima of the coupling error
function is ploted in Figure 2.14. The level of noise and the intensity of the signal of
approaching RMPDs are similar to those computed with DFI. But there are subtle
differences. Several cases of RMPDs are more pronounced and there is no signal on
27" of November 2013 that occured when DFI was used.
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Figure 2.14: Time series of maximum value of coupling error function, fields are initiali-

zed with SSDFI.
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Figure 2.15: Time series of the maximum value of the amplitude in the MSLP variations
(Eq. 2.3) computed from the coupling files from IFS.

2.4.3 Amplitude of oscillations in the MSLP

The amplitude of oscillations in the MSLP was computed for the coupling files
from IFS for the period since 27" of October 2010 and for the coupling files from
ARPEGE since 1! of January 2013, both until December 2014. The time series
of the maxima in the amplitude of the MSLP variations from IFS is displayed in
Figure 2.15 and for ARPEGE in Figure 2.16.

Although the amplitude maxima achieve large values during periods without
RMPDs (the periods without RMPDs are those when MCUF and IFSM are low),
the amplitude is so much larger in a case with RMPD that there is a signal that can

be distinguished in the noisy pattern.
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Figure 2.16: Time series of the maximum value of the amplitude in the MSLP variations
(Eq. 2.3) computed from the coupling files from ARPEGE.

A figure was plotted with the MSLP from the coupling file from IFS and all
points with large values of A (A > 0.003, Eq. 2.3) for each case when this threshold
was exceeded. The majority of the cases are related to propagating cyclones and
pressure throughs and are usually associated to the large values of IFSM. However,
there are cases when A is larger than the threshold in mountainous regions of the
Alps, Atlas mountains and Turkey, but these are associated to an atmospheric front
approaching the area so the large values could not be dismissed as false.

There is also a number of cases when IFSM did not indicate a RMPD, while
A did reach values above the threshold in points close to the edge of 