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Scalable Data Processing Model of the ALICE Experiment in the Cloud

Abstract

This thesis proposes an optimisation strategy for scalable Big Data processing in a hetero-
geneous Cloud. The resource needs of A Large Ion Collider Experiment (ALICE) at the
European Organization for Nuclear Research (CERN) are reviewed as a motivating example.
The thesis examines how to efficiently process and optimise the processing of resource-
intensive tasks on a heterogeneous Cloud infrastructure distributed in five data centres to meet
the needs of the ALICE experiment at the Tier 2 level. The objective was to perform research
on a much larger number of tasks and resources of a significantly larger capacity than prior
studies, which focused on a smaller number of tasks and resources with a lower capacity. The
proposed and developed processing model for ALICE Monte Carlo production is based on a
centralised software-defined management approach for the use of heterogeneous resources.
Algorithms for assigning tasks to heterogeneous virtual resources have been analysed and
proposed. The proposed algorithms are based on the selected Evolution Strategies meta-
heuristic that has not yet been used in this domain, namely Evolution Strategies algorithm,
Evolution Strategies algorithm with Longest Job First broker policy, and Evolution Strategies
algorithm with Shortest Job First broker policy. The Cloud system model is implemented
using the open-source CloudSim simulator. ALICE Monte Carlo production job requirements
are imported into the simulation model as a workload created in Standard Workload Format
(SWF) adapted for the Cloud simulator. The results of the simulation performance of the
reference implementation under different loads were analysed and compared with the Genetic
Algorithm from the same group of algorithms. The obtained results show multiple improve-
ments. The proposed data processing model enables centralised software management of
heterogeneous Cloud infrastructure, optimises measured metrics, improves resource usage,

and achieves the system's scalability.

Keywords
ALICE, Big Data, Cloud computing, data processing, distributed management, Evolution
Strategies, heterogeneity, resource management, scalability, software-defined, system simula-

tion, task scheduling
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Model skalabilne obrade podataka ALICE eksperimenta u oblaku

Sazetak

Ova disertacija predlaze strategiju optimizacije za skalabilnu obradu velikih podataka u het-
erogenom oblaku (engl. Cloud). U radu se kao motivirajuci primjer razmatraju potrebe za
resursima Eksperimenta na velikom ionskom sudaracu (engl. A Large lon Collider Experiment,
ALICE) na Europskoj organizaciji za nuklearna istrazivanja (engl. European Organization
for Nuclear Research, CERN). Rad istrazuje kako ucinkovito obraditi i optimizirati obradu
resursno-intenzivnih zadataka na heterogenoj infrastrukturi u oblaku rasporedenoj u pet po-
datkovnih centara kako bi se zadovoljile potrebe na Tier 2 razini ALICE eksperimenta. Cilj je
bio provesti istraZivanje za visSestruko veci broj zadataka i resurse znatno veceg kapaciteta u
odnosu na dosadaSnja istrazivanja koja su provodena na manjem broju zadataka i resursima
manjih kapaciteta. PredloZeni 1 razvijeni model obrade za ALICE Monte Carlo produkciju
temelji se na centraliziranom softverski definiranom pristupu upravljanja koriStenjem het-
erogenih resursa. Analizirani su i predloZeni algoritmi za dodjelu zadataka heterogenim
virtualnim resursima. PredloZeni algoritmi temelje se na odabranoj metaheuristici evoluci-
jskih strategija (engl. Evolution Strategies) koja dosad nije koriStena u ovoj domeni, a to su
algoritam evolucijskih strategija, algoritam evolucijskih strategija s broker politikom kod koje
prioritet izvodenja imaju najdulji zadaci (engl. Longest Job First) i1 algoritam evolucijskih
strategija s broker politikom koja prioritet izvodenja daje najkraéim zadacima (engl. Short-
est Job First). Model racunalnog oblaka implementiran je pomocu CloudSim simulatora
otvorenog koda. Zahtjevi ALICE Monte Carlo produkcijskih poslova uneseni su u simulaciju
modela u obliku kreiranog radnog opterecenja u standardnom formatu radnog optereéenja
(engl. Standard Workload Format, SWF) prilagodenom za rad u odabranom simulatoru. Anal-
izirani su rezultati izvedbe simulacije referentne implementacije pod razli¢itim optere¢enjima
1 usporedeni su s genetskim algoritmom (engl. Genetic Algorithm) iz iste skupine algoritama.
Dobiveni rezultati pokazuju visestruka poboljSanja. Ovdje predloZen model obrade podataka
omogucava centralizirano softversko upravljanje heterogenom infrastrukturom u oblaku,

optimizira mjerene metrike, poboljSava koriStenje resursa 1 postiZe skalabilnost sustava.

Kljucne rijeci
ALICE, veliki podaci, racunarstvo u oblaku, obrada podataka, distribuirano upravljanje,
evolucijske strategije, heterogenost, upravljanje resursima, skalabilnost, softverski definirano,

simulacija sustava, rasporedivanje zadataka
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1 INTRODUCTION

The European Organization for Nuclear Research (in French: Conseil Européen pour la
Recherche Nucléaire, CERN) is an international organisation established in 1954 whose main
area of research is particle physics. It operates the Large Hadron Collider (LHC), the largest
particle physics laboratory and most powerful particle accelerator in the world. The LHC is
located in Greater Geneva, the French-Swiss cross-border agglomeration.

The most sophisticated scientific detectors and systems are used to detect, track, and
identify fundamental particles at particle physics experiments at CERN. High Energy Physics
(HEP) is a data-intensive field of research that encompasses the acquisition, processing,
storage, access, and proper interpretation of data. The expected quantity of produced data
places increasing requirements on processing, networking, and storage resources. For reliable
and efficient processing and storage of large amounts of data, it is necessary to simultaneously
develop and apply new technologies and invent new solutions and concepts. Data and resource
management are challenging and relevant problems in optimising the entire system. This
doctoral thesis deals with scalability as a property of exceptional importance in scientific data

management. This challenge and the motivation to overcome it are outlined in this chapter.

1.1 Motivation and challenges

The motivation for the research of this doctoral thesis finds its origin in the fact that the huge
data growth requires an infrastructure that must keep pace with the growth, must adapt to the
new requirements, expand in the shortest possible time, and in addition, maintain the lowest
possible costs of any modifications. The number of information to be analysed increases
exponentially while the speed of processing them decreases. The increasing computing power
and development of new and more advanced processors can accelerate the real-time analysis
of large datasets and enable concrete, timely and valid information obtained from the dataset.
In recent years, the Cloud has emerged as an interesting infrastructure option for implementing
scientific workflows for modelling experiments and outsourcing data storage and application
execution. Building a Cloud infrastructure is complex and challenging on many levels, and the
heterogeneity of the systems included in this type of infrastructure is particularly important.
As heterogeneous resources are rapidly integrated into the Cloud, adaptable strategies and

abstraction techniques are required for efficient resource management.



Chapter 1: INTRODUCTION

The Information Technology (IT) sector faces many challenges that need to be addressed
promptly. Strong data growth and data traffic require investment in Cloud solutions, software
applications, and Big Data analytics. Such dynamics demand the IT infrastructure to be agile
and easy to use while at the same time being reliable and available. The data centre needs
to be adapted and improved to ensure flexibility, reliability, secure integration of solutions
into existing IT infrastructure, and fast configuration to new requirements. New solutions
should meet the criteria of scalability in size, performance, safety, and reliability. All system
components are interconnected and interdependent as they use common hardware resources,
making scaling difficult and creating performance problems with a large data flow and a large
number of users.

This thesis aims to explore approaches to support the scalable processing of data at
massive scales. The goal is to find a computation model that is flexible enough to encompass
commonly distributed architectures and the specificities of the hardware architecture. For this
purpose, systematic research on data management possibilities will be carried out to identify
algorithms that effectively distribute workloads to several geographically distant sites in the
Cloud. The system model will be leveraged by representative Big Data real-life applications
from particle physics that have challenging resource requirements.

The LHC experiments are the source of large amounts of physics data. According
to CERN data from 2017 [1], the LHC experiments surpassed 200 PB of archived data.
After the detectors upgrades, a significant increase in the generation rate and the amount
of important data is expected, in order of exabytes. The scheduled LHC upgrade [2] will
result in increased demands for resources that will be challenging to complete with currently
available computing and storage capacity. The goals of the A Large Ion Collider Experiment
(ALICE) upgrade [3] from 2018 to 2022 were to upgrade subdetectors and expand computing
infrastructure. The goal for the future is to minimise the volume of data obtained in the
collision of different particles. The data volume reduction will be achieved through several
processing phases parallel with data collection. The Worldwide LHC Computing Grid
(WLCQG) [4] is continuously upgraded and will participate in data processing and storage with
its Tiers. The LHC ALICE Raw and Monte Carlo (MC) use cases are multidisciplinary in
nature and challenging in content. Long-running Monte Carlo simulations generate enormous
volumes of data at high velocities and require resources with high performance and data
sharing on Cloud infrastructure. Therefore, additional computing resources are especially
needed for simulations of physics events.

Scalability is a property of great importance in the growing field of Big Data management.
The joint work of many researchers worldwide is made possible by scalable distributed
infrastructures and Big Data technologies. Technologies for storage and processing must meet
the experiments' requirements for achieving the system's scalability under new and chang-
ing conditions. Scaling data collection systems is a multidisciplinary problem that requires

the development of models, structures, and technological solutions. CERN research and



Chapter 1: INTRODUCTION

development activities are focused on the application and exploitation of the potential of new
technologies for data analysis and system control and architectures that will bring heterogene-
ity to data centres in the components of processing, storage, and networking. Heterogeneity
and parallelism are inevitable concepts to meet stringent performance requirements.

Moreover, High Performance Computing (HPC) is likely to be part of the future HEP
computing infrastructure since LHC's needs today are equivalent to ~ 30 PFLOPS.

Personal experience of working in data-intensive science and direct research work on
monitoring and analysing the data quality collected by the ALICE detector on Data Quality
Monitoring and Offline critical real-time operation tasks during Run 2 (2015-2018) at CERN
has led to an interest to further research scalability and improve its correlation with other
parameters in the realm of Big Data in new and dynamic conditions, primarily in the Cloud.
Analysing the ALICE productions, scalability properties in physics data processing are
recognised as of exceptional importance.

The motivation for this research is complementary to the strategic goals for achieving
digital sovereignty and competitiveness of the European Union through the construction
of supercomputers and the participation of the Republic of Croatia in them. In 2019, the
Republic of Croatia received the status of an associate member of CERN. This is a path
and effort to contribute to developing solutions and managing large amounts of data from
LHC experiments at the level of the national e-infrastructure for high performance and Cloud
computing called Croatian Scientific and Educational Cloud (HR-ZOO) [5].

This thesis will consider the use of a heterogeneous Cloud ecosystem for ALICE data
processing at Tier 2 of the WLCG infrastructure for subsequent data collection periods. Tier
2 consists of resources provided by well-networked universities or scientific institutions
organised either as separate data centres or federations of data centres. Tier 2 participates in
asynchronous, offline ALICE Monte Carlo production data processing.

Such an ecosystem defined by heterogeneity requires the development of software tools to
manage applications and resource utilisation. Increasing the utilisation efficiency of current
heterogeneous Cloud platforms can be achieved in many ways. One is in the resource
management aspect attained by software-defined support for scalable, dynamic, and flexible

data processing.

1.2 Hypothesis

This research is based on the fact that Big Data technologies have a great potential and the
ability to facilitate and advance data-driven discovery in science and industry. Scalability is
a property with great potential and is extremely important for Big Data. Scalability is the
primary focus of Cloud computing and one of the crucial issues in the research field. It is
needed to constantly explore scaling capabilities and find scalability improvements in the

relevant dynamic research area.
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Resource scalability in correlation with other computing paradigms can optimise overall
performance and improve efficiency and reliability of a modern data system. Scalability
is the issue in large-scale computing dominantly influenced by the selection of resource
management algorithm that involves the dynamic allocation of heterogeneous resources. The
selected Evolution Strategies metaheuristic has the potential to optimise resource utilisation. A
software-defined approach would enable agility and the ability to adapt to the dynamic needs
of data-intensive and computing-intensive workflow in the Cloud environment. Scalability
testing is a crucial phase of Cloud system development. Relevant scalability performance
metrics need to be collected and measured, and their impact interpreted to test scalability and

achieve better performance for increasing workload demands.

1.3 Research methodology

The scientific research in this thesis is conducted in a manner that the modelled and simulated
system reflects the realistic Cloud computing system in a scientific research environment
incorporating dynamic heterogeneous resources.

The model includes a central controller that has information about the state of used
resources and manages the allocation of resources through the dynamic task scheduling
algorithm. The chosen Evolution Strategies algorithm inspired by the theory of evolution and
natural selection represents an intelligent way to achieve scalability and increase resource
utilisation by matching the tasks with the best corresponding virtual machine (VM) configura-
tion. Through this approach, the jobs are distributed over several data centres using optimised
allocation.

Simulation abstracts functionalities and behaviours of physical and virtual resources. The
scalable processing model in this thesis focuses on the technique for allocating tasks to VMs
considering job requirements focusing on the CPU and RAM components and QoS aspects.
Differently configured VMs are multi-core resources fixed on distributed data centres' hosts.

The approach focuses on the heterogeneous Cloud environment for scientific data from the
HEP domain, especially on resource-intensive ALICE Monte Carlo production jobs. Monte
Carlo production jobs are asynchronous processes taking more than 60% of the total ALICE
CPU wall time. For this research, simulation jobs are configured for a single-core execution
and execution on 8-core resources. Monte Carlo jobs are executed as batch jobs with no
fixed execution deadline. These jobs are independent and do not have enormous storage
or network requirements. Their performance depends primarily on the CPU and memory
capabilities. The cost for simulating one event in Run 2 was 24000 HEP-SPEC06 (HS06) [6].
It is estimated to simulate 1 x 10° events in Run 3. As input, Monte Carlo simulation jobs use
a limited file size that is the output generated by event generation (~ 200 MB). MC Event
Summary Data (ESD) and MC Analysis Object Data (AOD) are the output of the simulation.

Network requirements for uploading simulation output are not high (~ 350 MB). Monte Carlo
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jobs of a typical duration of 6 hours require at least 2 GB of RAM per core and at least the
same amount of swap memory and disk space [7].

The data from Monte Carlo production are collected from MonALISA, which stands for
Monitoring Agents using a Large Integrated Services Architecture, and adapted for multi-core
processing. The workload is created from the specified data. Scalability testing is performed
under multiple load levels, from 1000 to 20000 jobs dynamically arriving in varying intervals.
Performance metrics representing the system qualities of interest for conducting the system

and scalability analysis are collected, analysed, and compared.

1.4 Thesis outline

The outline of this thesis is shown in Figure 1.1. Chapter 1 explains the motivation and chal-
lenges in data processing of the ALICE data. It includes the thesis's objectives, set research
hypothesis, and research methodology. Chapter 2 describes the ALICE detector components
and discusses the recent upgrade of the experiment carried out in parallel with the work on this
research. These upgrades will result in challenges in managing a large volume of scientific
data that must be considered for optimising processing performance. This chapter discusses
the challenges in the data processing. Chapter 3 identifies the necessary components and
methodology for scalability analysis of ALICE Monte Carlo processing on a heterogeneous
Cloud using simulation. The scalability property is analysed and the characteristics of the
software-defined concept are presented. A review of Cloud computing simulators is given
and the appropriate simulator is selected. Chapter 3 also provides a literature review on this
research issue. Chapter 4 describes the heterogeneous Cloud infrastructure and all data centre
components that support the Cloud system. The proposed data processing model of ALICE
offline production is presented. Chapter 5 presents and applies a software-based Evolution
Strategies metaheuristic algorithm to optimise Cloud resource allocation. Finally, Chapter 6
summarises the contributions and provides an outlook for future research on scalable Cloud

data processing.

Chanter 1- Introducti Chapter 2: The ALICE Chapter 3: Background
aprer 1- Infroduction Experiment and Literature Review

. Chapter 5: Evolution
Chapte_zr 4'. Model for —— | Strategies-based Model
Processing in the Cloud

Chapter 6: Summary and
Optimisation

Outlook

Figure 1.1: The thesis outline.
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2 THE ALICE EXPERIMENT

The ALICE experiment [8] is one of CERN's four large particle physics experiments. The
ALICE physics programme and detector are introduced in this chapter, and the data processing
flow is discussed. A recent upgrade of the ALICE experiment carried out in preparation for

data taking in the following LHC runs is described here.

2.1 The Large Hadron Collider

The LHC [9] is the last element of the accelerator complex at CERN. It helps to answer
unsolved questions of the Standard Model of particle physics [10], which embodies the current
understanding of fundamental particles and forces. The LHC uses the 27 km circumference
tunnel built at a mean depth of 100 m, where counter-circulating beams collide. This circular
accelerator accelerates two beams of particles called hadrons to obtain the highest energy
collisions in the volume of about one million particle collisions per second.

The accelerator complex accelerates protons and heavy lead ions. The protons obtained
from hydrogen atoms in Linear Accelerator (LINAC) 4 are injected into the Proton Syn-
chrotron Booster (PSB) at 50 MeV. LINAC 4 replaced LINAC 2 in 2020. With the LINAC
4, hydrogen ions are accelerated to 160 MeV and stripped to protons. Passing through the
Proton Synchrotron (PS) and Super Proton Synchrotron (SPS), protons are accelerated to 450
GeV. They are finally injected into the LHC, where they are accelerated for 20 minutes to 6.5
TeV. Particle beams circulate through a vacuum inside the LHC pipes in opposite directions
for many hours under normal operating conditions. The particles of the LHC beam, formed
in bunches, are manipulated using various magnets. Dipole magnets hold the particles in
almost circular orbits, quadrupole magnets direct the beam down to the smallest possible size
at the collision points, and accelerating radiofrequency cavities accelerate charged particles
injected in the electromagnetic field to achieve the maximum number of collisions with
high luminosity at the collision points. Heavy lead ions are produced from a highly purified
lead sample heated to around 800 °C. Lead ions enter LINAC 3 before being collected and
accelerated in the Low Energy Ion Ring (LEIR) from 4.2 MeV/u (energy per nucleon) to 72
MeV/u. Following that, they take the same path as protons to achieve maximum energy of
2.56 TeV/u.

A Large Ion Collider Experiment (ALICE), A Toroidal LHC ApparatuS (ATLAS) [11],
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Compact Muon Solenoid (CMS) [12], and Large Hadron Collider beauty (LHCb) [13] are
the four largest experiments [14] or particle detectors installed in underground caverns built

around the four Interaction Points (IPs) of the LHC beams, as shown in Figure 2.1.

The CERN accelerator complex
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Figure 2.1: The CERN accelerator complex [15].

The ALICE detector studies heavy-ion physics and Quark-Gluon Plasma (QGP), a state
of matter assumed to have filled the Universe just after the Big Bang. Quarks and gluons are
the elementary particles that form protons and neutrons.

The ATLAS is a general-purpose detector designed to test the Standard Model's predic-
tions, from precision measurements of the Higgs boson and dark matter to searches for new
physics beyond the Standard Model.

The CMS is a second multi-purpose detector with scientific goals similar to the ATLAS
experiment but with a different technical design. It is a cylindrical coil of superconducting
cable that generates a magnetic field of 4 T and is built around a massive superconducting
solenoid.

LHCb experiment studies the slight asymmetry between matter that dominates the Uni-
verse today and antimatter present in interactions of B-particles (particles containing the b

quark, common in the aftermath of the Big Bang). It measures and studies the decay of
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particles produced in one of the beam directions. Observing its dimensions, LHCb is the
smallest of the four detectors.

The LHC experiments share the same schedule. The schedule defines periods of detectors
taking data, maintenance, and upgrades. Technical Stops are periods intended for technology
maintenance, while Long Shutdowns (LSs) are periods for experimental upgrades and changes
when there is no physics and when major operations take place in the underground areas.
Runs are periods of active data taking. The long-term LHC schedule is classified and planned

as follows (Figure 2.2):

« Run 1 (2009 - 2013)
« LSI (2013 - 2015)
« Run 2 (2015 - 2018)
« LS2 (2018 - 2022)
« Run 3 (2022 - 2025)
« LS3 (2026 - 2028)
« Run 4 (2029 - 2032)

* LS4 (2033 - 2034)

* Run 5 (2035 - 2038).
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Figure 2.2: Plan for the LHC upgrade [16].
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After the LS3, an upgraded version of the LHC called High Luminosity LHC (HL-
LHC) [2] will be introduced. HL-LHC will operate at a higher luminosity. Luminosity is
an important measure of an accelerator's performance that measures the number of potential
collisions per surface unit over a given time (second). Luminosity and the volume of collected
data are linearly related. Greater luminosity means more collisions and, consequently, more
data.

2.2 The ALICE detector

The ALICE is a general-purpose heavy-ion experiment at the LHC. It is designed to address
the physics of the strongly interacting QGP created in heavy-ion collisions. ALICE started its
first data taking in 2008 and the second one in 2015. In parallel with the research process on
this thesis, the ALICE LS2 upgrade took place. During LS2, the ALICE Collaboration has
significantly prepared to start collecting data with an upgraded detector and higher integrated
luminosity than in Run 2. The expected interaction rate for the lead-lead (Pb-Pb) collisions is
50 kHz and for the proton-proton (p-p) and proton-lead (p-Pb) sampling up to 200 kHz. The
replacement of the beam pipe used in Run 2 with a smaller-diameter beam pipe was needed.
Reducing the beam pipe diameter improves measurements of determining the interaction point
positions. From Run 3, the ALICE experiment runs in continuous readout mode (trigger mode
was used in previous Runs). Detectors have upgraded the electronics to improve the readout
performance. The ALICE upgrade will significantly increase the data volume transferred
from the detector electronics to the readout system.

Schematic diagrams of the detector in Run 2 and Run 3 are given in Figure 2.3 and

Figure 2.4, respectively.
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Figure 2.3: The ALICE detector in Run 2 [17].
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Figure 2.4: The ALICE detector in Run 3 [18].

The subdetectors have to ensure the detector's maximum performance during data taking.
The ALICE apparatus comprises three main parts: the central barrel, the muon arm, and the
forward detectors. The ALICE subdetectors are organised as individual projects with their

own organisation.

Central detectors

All the detectors in the central barrel are embedded in the ALICE solenoid L3 magnet,
providing a relatively low magnetic field (< 0.5 T). The detectors of the central barrel are: the
Inner Tracking System (ITS), the Time Projection Chamber (TPC), the Transition Radiation
Detector (TRD), the Time Of Flight (TOF), the High Momentum Particle Identification
Detector (HMPID), the Photon Spectrometer (PHOS), the Charged Particle Veto detector
(CPV), the Electromagnetic Calorimeter (EMCal), and the Di-jet Calorimeter (DCal). These
detectors are used to track and identify particles produced at mid-rapidity. In addition, in the
same rapidity region of the central barrel but on top of the L3 magnet is ALICE Cosmic Ray
Detector (ACORDE), an array of large scintillators used to trigger cosmic rays for calibration
and alignment purposes.

The ITS is the cylindrical detector placed close to the beamline in the central barrel. ITS's
main purposes are to reconstruct primary and secondary vertices to improve the ALICE barrel
tracking capabilities in the vicinity of the interaction point. In Run 1 and Run 2, ITS consisted
of six cylindrical layers where different silicon technologies were used for the ITS (pixel, drift,
and strip). After the LS2 upgrade, the ITS consists of seven concentric layers of monolithic

pixel detectors [19] to improve the tracking performance and allow detailed study of certain
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Quantum Chromodynamics theories and detection of low-momentum particles.

The TRD is one of the particle identification (PID) detectors. It identifies electrons to study
production rates of heavy quarks triggering on electrons and jets with fast selection capability
(<7 ps). TRD readout electronic has been upgraded in LS2. This detector is one of the most
complex LHC detector systems of 18 large modules surrounding TPC. The TPC is the main
tracking detector in the ALICE central barrel focused on hadronic physics. It is important
for measuring high transverse momentum electrons produced in central Pb—Pb collisions.
TPC has replaced the frontend and data concentrator electronics to improve the readout
performance in Run 3 and Run 4 [20]. That will allow ALICE to record the information of all
tracks produced in Pb-Pb collisions at rates of 50 kHz.

One of the detector systems dedicated to PID is the HMPID. The HMPID task is to detect
the Cherenkov light, light emitted when a charged particle passes through a medium. By
measuring the light's velocity and direction, it is possible to determine the mass and type of
particle.

The TOF detector precisely measures the flight time of particles from the collision point
out to the detector. That requires great time resolution performance.

Two calorimeters in ALICE are EMCal and PHOS. The EMCal is a Pb-scintillator
sampling calorimeter optimised to measure jet production rates and jet characteristics in
conjunction with the charged particle tracking in the other barrel detectors. The addendum
of EMCal, the DCal detector, improves the acceptance and statistics of the measurement.
The PHOS has greater granularity and energy resolution than EMCal. This crystal-based
calorimeter measures photons and neutral mesons. It can sustain high particle densities. A set
of proportionate CPV chambers in front of PHOS aids the separation of charged particles
from photons. PHOS, EMCal, and DCal also deliver the hardware L.O and L1-level triggers to
the ALICE central trigger processor to select events with high-energy photons and electrons

in real-time to reduce data for later analysis.

Muon Spectometer

The Muon Spectrometer arm detectors are used to study quarkonia production at forward
rapidity through their decay into muons. The main components of the spectrometer are an
absorber used to filter muons from all particles coming from the background, a set of tracking
chambers (Muon Tracker, MCH), and a set of trigger chambers (Muon Trigger, MTR). The
MTR system is designed to select interesting events, the heavy quark resonance decays, in a
decision time of about 300 ns above the configurable threshold.

From Run 3, the Trigger system has two modes of detector operation, continuous and
triggered. Data loss must be reduced to the minimum to allow efficient and coordinated data
taking in a continuous readout system. The MTR has been upgraded to the Muon Identifier
(MID). The Muon Forward Tracker (MFT) [21] is a new tracking detector for Run 3 mounted
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into the TPC. It is going to detect and tackle the physics challenges provided by significantly
larger luminosity. The MFT supplements the muon spectrometer, distinguishing muon pairs
coming from charm hadron or bottom hadron decays and thus extends the physics programme

and enables new measurements of charm and bottom quarks.

Forward detectors

The forward detectors are located at a small radial distance from the beamline. The Zero
Degree Calorimeter (ZDC), the Photon Multiplicity Detector (PMD), the Forward Multiplicity
Detector (FMD), the VZERO detector (V0), the TZERO (T0) and the ALICE Diffractive (AD)
are included in this group. Two identical sets of calorimeters consisting of a neutron (ZN)
and a proton (ZP) ZDC are located on both sides of the ALICE detector, 112.5 m away from
the interaction point. The ZDC measures the centrality and luminosity in Pb-Pb collisions
and provides offline event selection to differentiate background events produced beyond the
interaction zone from beam-beam collisions. The PMD measures the multiplicity and spatial
distribution of photons in each nucleus collision (Figure 2.3). It is designed of two planes
with cellular honeycomb chambers, two lead converter plates, and a support assembly. The
PMD is made of non-magnetic materials and uses gas as the sensitive medium.

The FMD provides precise charged particle multiplicity information for all collision types
in the defined pseudorapidity range. It consists of more than 50000 silicon strip channels
distributed over five rings placed at different positions along the beam pipe.

The trigger detector TO measures the interaction time. TO has several functions: supplying
main signals to the LO trigger, waking up to TRD, and giving a precise start signal for TOF
particle identification.

The main tasks of the VO are to select interactions and to reject beam-related background
events. It estimates and detects charged particles by measuring their charge and arrival time.
The AD forward detector system optimises trigger efficiencies in selecting diffractive events,
monitors beam-gas background, and can serve as a luminometer. It comprises two modules
made of scintillator pads, one module on each side of the interaction point.

The Run 2 assembly of the VO/TO/FMD detector system is replaced by a single detector
system named Fast Interaction Trigger (FIT) [22], located in the ALICE detector's forward
region at positions close to the present VO/TO location. The FIT is designed to provide the
functionality of the existing forward detectors. The FIT system has to cope with requirements
for low latency and perform the following tasks: fast triggering, monitoring LHC background
conditions and luminosity, measuring diffractive cross sections, monitoring beam quality,
and beam-gas events rejection. The FIT delivers the produced trigger signals to the Central

Trigger System.
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2.3 Data taking system

The ALICE data processing is divided into an online part in real-time and an offline part, as
seen in Figure 2.5. Operating procedures are handled from the ALICE Run Control Centre,
the central workplace for data acquisition activities in the ALICE experimental area at LHC
Point 2.

The data taking procedure used in Run 1 and Run 2 in trigger readout mode will be briefly
described here, as well as the recently undergone upgrade of the ALICE computing model.
The ALICE Central Trigger Processor (CTP) system has been selecting events from p-p,
p-Pb, and Pb-PDb collisions in time intervals generating three levels of hardware triggers in
accordance with the LHC clock. In Run 2, the CTP was used in triggered mode receiving and
distributing trigger signals to eliminate background signals, calibration, and commissioning
at a higher interaction rate using one Local Trigger Unit (LTU) for each detector. Continuous
readout of new and upgraded detectors is going to be supported by Common Readout Unit
(CRU). CRU interface enables the connection of the readout systems to the new computing
system and the control system. EMCal, PHOS, CPV, DCal, TRD, and HMPID are used as
triggered-only detectors.

The data-driven ALICE Data Acquisition System (DAQ) [23] was handling the stream
of received physics data and transfers of data over optical Detector Data Links (DDLs) to
the Local Data Concentrator (LDC) computer resources, followed by processing on Global
Data Collector (GDC) where the complete events were formed and formatted for storage
by LDC machines. The LDCs stored the data in their memory, waiting for the High Level
Trigger (HLT) decision. The HLT reconstructed data to reduce the volume of physics data
by data selection and compression while keeping relevant events. Accepted data were then
transferred to the GDCs, where the whole events were built. These events were stored on
local disks in files encoded using the AliRoot [24] format suitable for Offline data processing.
The data files were finally transferred to the CERN Data Centre, where they were archived
and ready to be published on the Grid (described in Section 2.4). ALICE experimental area
was interconnected with the CERN Data Centre using Ethernet links.

Conditions data produced during data taking relevant to the calibration of individual
detector signals and the offline reconstruction were stored in the Offline Condition DataBase
(OCDB). The SHUTTLE framework collected and handled the gathering, processing, and
publication of the conditions data needed for reconstruction. After data processing, the
SHUTTLE registered the produced condition files in ALICE Environment (AliEn) [25]
and stored the data in the CERN Advanced STORage manager (CASTOR) tape system.
AliEn processing software was used to store and analyse the experiment's data. It managed
distributed storage and CPU resources for the ALICE experiment.

Stored raw and conditions data were available for offline processing and analysis on the

computing Grid worker nodes (WN) using AliRoot. The AliRoot was the offline framework
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for simulation and reconstruction used in Run 1 and Run 2. This ROOT [26]-based framework
was also used for analysing reconstructed data and preparing physics publications.

Several more systems were necessary for the proper functioning of the experiment.

The Data Quality Monitoring (DQM) system was an essential operational part of the
experiment that was giving real-time feedback on the quality of the recorded data. It used
ROOT-based Automatic MOnitoRing Environment (AMORE) [27] software to identify po-
tential issues in advance. DQM involved the online data gathering, analysis by user-defined
algorithms, storage, and visualisation of the produced monitoring information gathered by
processes - agents that were publishing results in a pool later visualised through a dedicated
user interface.

The Detector Control System (DCS) has been a complex information and control system
organised in a hierarchical way and connected with the DAQ, Trigger and Offline systems,
and LHC Machine. It is responsible for the safety and accurate operation of the ALICE,
remote control, acquisition, processing, and archiving of data for control, monitoring, and
configuration purposes.

The Experiment Control System (ECS) has been the main part of the ALICE control
system realised as a software layer on top of CTP, DAQ, HLT, and DCS that has been providing
an interface to the online systems and control of data processing activities on the experiment.

Central shifts during Run 2 data taking were formed around the systems of ALICE data
flow (DCS, ECS/DAQ+CTP+HLT, and DQM) to ensure high efficiency and quality assurance
during runs, especially important during Pb-Pb collisions, which are of the utmost importance
for ALICE experiment.

The ALICE Data Flow
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Figure 2.5: The ALICE data flow in Run I and Run 2 [28].
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Apart from the detector system upgrade during LS2, the computing system is upgraded
with the Online-Offline (O%) computing system for future runs [3]. The new O? system is
located in the ALICE experimental part. The goal of the computing model is to maximally
reduce the data volume to minimise requirements for storage and processing resources caused
by higher luminosity and the interaction rate, meaning significantly increased data amount in
Run 3 and Run 4.

The O? system participates in the online and offline data processing. The online part takes
place synchronously with the data taking, while the offline part of the data processing takes
place asynchronously after a few weeks or even months on the available part of the system.
The O? system is designed to participate in all computer tasks. ALICE processing tasks are
detector calibration and reconstruction of real data, Monte Carlo simulation, reconstruction of
simulated data, and organised and user analysis. In addition, it provides sufficient capacity to
store the approximate amount of one-year production data.

The O? system consists of a network of 200 First Level Processor (FLP) and 250 Event
Processing Node (EPN) computer nodes. During the different phases of data reconstruction,
data of different formats and sizes based on time frames are generated. By switching to
continuous readout from trigger readout mode in ALICE Run 3 data processing, a basic
processing unit is no longer an event but a time frame (~ 20 ms).

The online processing on the O? system includes the calibration and reconstruction of
raw data from the ALICE detector. As seen in Figure 2.6, local raw data compression starts
on FLP nodes using lossless algorithms and continues on EPN nodes. FLPs will collect
detector data at speeds of about 3.5 TB/s for the period of Pb-Pb collisions via optical readout
links. The reduction and compression on each FLP result in the production of a Sub-Time
Frame (STF). The partially compressed STFs are then forwarded to the EPN nodes, where
the STFs bound are aggregated into TFs for the same time period. Then, the EPNs perform
data reconstruction for each detector and further reduce the data. Thus, compressed data in
Compressed Time Frame (CTF) format are stored on EOS disks at a total peak throughput
of 90 GB/s and archived in WLCG Tier O and Tier 1 centres. Creating and storing CTFs
completes the synchronous processing.

Data in Event Summary Data (ESD) format are produced during asynchronous calibration
and reconstruction on O and WLCG Tier 0 and Tier 1. Two reconstruction steps (called pass
1 and pass 2) are planned to obtain Analysis Object Data (AOD) data of a certain quality for
analysis containing the final path parameters at a given point of a physical event.

In Run 3, central shifts are formed around Data Acquisition (ECS/FLP/CTP/EPN), Detec-
tor Control System (DCS), and Quality Control (QC/PDP/EOS/GRID) systems.
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Figure 2.6: The O? data taking and synchronous processing. Adapted from [29].

2.4 The Worldwide LHC Computing Grid

The new O? system is part of the overall ALICE computing model, including Grid resources,
as shown in Figure 2.8. Grid computing is one of the key distributed computing paradigms
for supporting scientific research. The challenging management of LHC data is based on a
distributed Grid infrastructure of the WLCG [30] that provides resources and supports the
smooth functioning of the LHC experiments. The WLCG is arranged in layers termed "tiers"
and includes more than 170 computing centres distributed in 42 countries worldwide, as
shown in Figure 2.7. Currently, it has a capacity of 1.5 EB of storage, 1.4 million CPU cores,
and peak transfer rates of 60 GB/s [31]. More than 2 million tasks run daily on the WLCG.
Each WLCG Tier is mainly specialised for the given role.

The CERN Data Centre, located in Meyrin, Switzerland, is the centre of WLCG and
represents Tier 0. Until recently, Tier O also provided the Wigner Research Centre for Physics
in Budapest. CERN Data Centre has more than 10000 servers, more than 400000 processor
cores, about 100000 disks, and more than 40000 tape cartridges [31]. Due to increased
computing needs, it is planned to build an additional energy-efficient CERN data centre in
Prévessin, France, to provide computing resources for the HL-LHC. Tier O takes part in the
asynchronous reconstruction. Selected raw data are transferred to the CERN Tier 0 Data
Centre for processing and archival storage. The network connection between ALICE and
CERN Data Centre was 160 Gbps and after the upgrade, it is 1200 Gbps. Tier O delivers raw

and reconstructed LHC data to Tier 1 and reprocesses data when LHC is not operating. Tier 1
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consists of 14 computing centres. These centres primarily offer resources to store data from
Tier O and for further data processing. Tier 0 and Tier 1 are connected with LHC Optical
Private Network (LHCOPN) [32]. High bandwidth network connectivity facilitates storage
on both disk and tape media.

Tier-2 sites
(about 160)

Tier-1 sites

>100 Gby/s links

—_—
| ==
e

o |
s

3

Figure 2.7: The WLCG tiers organisation in 2021 [4].

The Tier 2 level consists of resources provided by well-networked universities or scientific
institutions organised either as separate data centres or federations of data centres. The basic
requirements set for Tier 2 level centres are availability and reliability. Compute-intensive
Monte Carlo simulation, associated reconstruction, and production of AODs are executed
on Tier 2 sites. It is planned that Tier O and Tier 1 contribute to simulation when there
is no activity. The LHC Open Network Environment (LHCONE) [32] supports job and
data transfers between Tier 1 and Tier 2 sites. Dedicated Analysis Facility (AF) sites are
responsible for storing AODs produced in asynchronous processing on other Tiers and running
organised analysis jobs with high efficiency. The final AODs from Monte Carlo are sent to
AF and associated Tier 1 for archiving. All processed CTF and AOD data are going to be
removed from O? and Tier 1 disks to prepare space on resources for the following data taking

period.
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Figure 2.8: The ALICE computing model in Run 3 [3].

The LHC experiments have developed workflows and data management software to handle
the allocated WLCG resources. CernVM File System (CVMES) is used for the experiment
software distribution to the WLCG nodes. The ALICE experiment takes approximately 20%
of the total WLCG resources. Computing Resources Scrutiny Group (CRSG) [33] data on the
Grid resources allocated to ALICE in Run 2 are shown in Table 2.1. ALICE uses resources
from 1 site on Tier 0, 8 sites on Tier 1, and 22 federation sites on Tier 2. The data storage
resources (disk and tape) are expressed in terabytes (TB), while the CPU is expressed in
HEP-SPECO06, a standard HEP benchmark [34]. HEP-SPECO06 (HS06) benchmark is used to
evaluate the CPU performance of WLCG sites tuned for the HEP domain but has also been
adopted by other communities. This reproducible benchmark adopted by WLCG in 20009 is
based on the industry-standardised Standard Performance Evaluation Corporation (SPEC)
CPU2006 suite to compute resources. CPU consumption is calculated in HEP-SPEC06
seconds (HS06s) for all LHC experiments. The average CPU core power is 10 HS06. HS06
benchmark is going to be replaced by a benchmark for heterogeneous resources (HPC and
non-x86 resources) that better correlates with today's LHC HEP workloads. Replacing HS06
with HepScore is being considered. As seen from the table, a significant increase in used
resources is present.

Data sizes for different data types expressed in kilobytes (kB) for collisions of p-p, p-Pb,
Pb-Pb, or Monte Carlo processing in Run 3 and Run 4 are shown in Table 2.2.
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Table 2.1: Types and quantities of resources delegated to ALICE in Run 2 (disk and tape in
terabytes, CPU in HEP-SPECO06). Derived from the ALICE reports.

TIER RESOURCE 2015 2016 2017 2018

Disk 9400 13300 19300 28000

TIER 0 Tape 18400 25500 29700 41400
CPU 127000 218000 389000 541000
Disk 10100 17400 18245 27400

TIER 1 Tape 11300 18500 22300 35800
CPU 190000 253000 295000 340000
Disk 11500 14000 20060 25600

TIER 2
CPU 200000 255000 299000 311000

Table 2.2: Data sizes for data types produced in collisions (in kilobytes). Adapted from [3].

pP-p p-Pb Pb-Pb
CTF 50 100 1600
ESD 7.5 15 240
AOD 5 10 160
MC 50 100 1600
MCAOD 15 30 480

Table 2.3 highlights the data of pledged resources on Tier 2 for 2022, the first year of the
Run 3 period, as this research considers processing on Tier 2.

ALICE Collaboration has developed systems and frameworks to manage and monitor the
distributed environment around the world needed to perform the ALICE physics programme.
Each WLCG site member of the ALICE Collaboration provides a machine dedicated to
running Virtual Organisation (VO)-specific services called VoBox. MonALISA [35], [36] is
a monitoring system for ALICE distributed computing environment, including computing

facilities, storage systems, and data transfer applications, that collects and aggregates telemetry
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events and monitoring information in near real-time from distributed computing data centres.
Each VoBox has MonALISA services installed, which are used to gather monitoring data
from each running process, transfer, or service. MonALISA is an agent-based framework
that automates Monte Carlo production jobs and analysis jobs by submitting them to AliEn.
Agents registered as dynamic MonALISA services are running at sites around the world.
Each site runs the MonALISA services that collect data and information from the local AliEn
services that provide Computing Element (CE) or/and Storage Element (SE). Access to data
on SE is enabled through the XRootD protocol. The AliEn workload and data management
systems have been used for the distributed Monte Carlo event production, reconstruction,
and analysis. The AliEn production environment consists of several middleware tools and
services built around a central task queue. It makes use of the resources that have already
been deployed in the WLCG infrastructures and services. The AliEn job brokering model
based on pilot jobs enables flexible fair share distribution of jobs.

The AliEn job management services compose a three-layer lightweight system [25]:
* AliEn Central Services - for managing the whole system and distributing the workload
* AliEn Site Services - for managing the interfacing to local resources and Grid Services

* JobAgents - for operating on WNs and taking payload from the main Task Queue, a

central database of all submitted jobs.

Task Queue is scanned by the number of Job Optimisers, which split the jobs into sub-jobs
based on the location of the required input data or user-defined criteria. This optimisation
has to ensure fair share and priority policies. The system then submits generic pilots to the
computing centres' batch gateways. Job is assigned only when the pilot wakes up on the
worker node. The job agents are started on the worker node to download and execute the
payload from the central Task Queue.

The site running AliEn services sends monitoring data regularly to the local MonALISA
service running on the site through the ApMon library [36], as shown in Figure 2.9.

Data from all the services, jobs, and nodes are aggregated and displayed in the MonALISA

GUI Client every few minutes. The aggregated data are collected for long-term histories.
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Figure 2.9: The ALICE Grid monitoring [37].

It was necessary to adapt the AliEn data catalogue to new requirements and improve its
horizontal scalability, ensuring the consistency of data reading and a high replication factor.
The JAIiEn (Java ALICE Environment) middleware is developed for Run 3 to run more jobs.

The AliEn services layout is being reimplemented in Java as the new JAIiEn frame-

work [38] expands the AliEn interaction model with the following:

* JCentral - central component taking care of the data management and job queue

* JSite - site service for connection multiplexing and caching running on trusted site

machines

» JBox - end-user (or job) service handling security matters, client-side authentication,

and upstream connection running on worker nodes.

AliEn's MySQL-based file catalogue is replaced with JAIiEn's in-memory NoSQL-based

file catalogue designed to handle the growing processing load.
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2.5 ALICE physics productions

The physics production of the ALICE experiment can be divided into the online and offline
parts or raw and Monte Carlo data production, as shown in Figure 2.10. ALICE production is
implemented according to a predefined physics programme that defines energy, luminosity,

number of events, and collision types.

Simulation Reconstruction

Monte Carlo

Real Data

Online | Offline

Figure 2.10: The ALICE data production [39].

2.5.1 RAW data production

In the online part, raw data are generated as a result of the activity of the detector and the
collision of particles in it. Groups of subdetectors (presented in Section 2.2) and other complex
computer systems (described in Section 2.3) participate in the raw production. Different
colliding systems, p-p, p-Pb, and Pb-Pb, are part of the ALICE physics programme. Among
them, for ALICE, Pb-Pb collisions are of particular interest. In these collisions, an enormous
amount of particle multiplicity occurs.

ALICE raw production in Run 2 is shown in Figure 2.11. In Figure 2.11, it can be seen that
the processing of collected data continued on the WLCG during the LS2 period. Visualised
data are extracted from the MonALISA framework [35].
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ALICE RAW data production - RUN 2 & LS2
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Figure 2.11: Raw data production in Run 2 (2015 — 2018) and processing steps during LS2
(2018 — until June 2021). Data derived from the MonALISA.

2.5.2 Monte Carlo data production

Numerous studies at ALICE rely heavily on Monte Carlo simulations [40]. The objective of
Monte Carlo simulations is to provide and predict the outcome and properties of the event after
collisions as accurately as possible. Monte Carlo simulations are crucial for performing data
analysis during which data are examined, cleaned, and transformed using highly specialised
tools and algorithms. Monte Carlo simulations are employed to simulate primary collision
and collision geometries ranging from central to peripheral collisions to estimate the detector
efficiencies, optimise detector design, and verify analysis performance. In their research,
physicists involved in the ALICE experiment compare experimental results with theoretical
forecasts. ALICE produces almost the same number of Monte Carlo events as the raw data.
The information included in Monte Carlo events can be used in physics analyses. The Monte

Carlo production workflow consists of several stages, as shown in Figure 2.10. The AliRoot
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framework has supported Monte Carlo simulation at event generation, transport, digitisation,
and event reconstruction.

Event generation is the first stage of Monte Carlo production. The type of particles and
their decays need to be defined to generate events of particular interest. The main event
generators used in production by ALICE are PYTHIA [41] (for p-p events), DPMJET [42],
and HIJING [43] (for Pb-Pb events). Event generators simulate particle collisions as seen by
a detector, with theoretically predicted distributions to resemble real collisions. Generated
particles are described by the information needed for particle identification, particle type,
particle momentum, charge, mass, and vertex position. The particles produced by the generator
phase are then tracked through the ALICE experimental setup. This process is delegated to
the transport libraries such as Geant3 [44], Geant4 [45], and Fluka [46]. The output of the
transport phase are the hits produced in the detectors. Hits give precise details on a particle's
path through a detector, including its position and energy deposition. The summable digits
signal from the detector, which correlates to the raw data, is then created from these hits. The
phase of creating summable digits is followed by the digitisation process, during which the
digits are produced and stored. Digits use real thresholds and contain information similar to
one obtained in real data taking.

The reconstruction chain of the experimental data and Monte Carlo samples is the same.
It consists of local reconstruction, followed by the primary vertex, then tracking, and finishes
with the secondary vertex. ALICE computing model envisages three reconstruction passes,
depending on the computing budget. The reconstruction uses the digits as input in a special
ROOT format or as raw data. During local reconstruction, each detector performs clusteri-
sation. The single cluster consists of particle signals crossing the sensitive area detected by
neighbouring detector elements. Then, the primary vertex is reconstructed using silicon pixel
detectors in the two ITS inner layers, and the track candidates, called seeds, are found. To
achieve precise primary vertex reconstruction, tracking for the ALICE central tracking detec-
tors is done using the Kalman Filter [47]. The track finding in the TPC starts at the outer part,
where the track density is minimal. Propagation of the state vector and the covariance matrix
go towards the smaller TPC radii. Tracks prolongate to the ITS and then outward direction
to the outer radius of the TPC, followed by propagation to the TRD, TOF, HMPID, EMCal,
and PHOS, where they acquire the PID information. Finally, reconstructed tracks are refitted
backward to the primary vertex with the Kalman filter to obtain the track parameters' values at
or near the primary vertex. For the secondary vertex reconstruction, the tracks that made it
through the final refit toward the primary vertex are merged and utilised. They are candidates
for a secondary decay vertex if their closest approach distance is less than a certain threshold
and the closest approach point is placed before the initial measured points on both tracks.
Reconstructed tracks can be compared with the particles produced by Monte Carlo simulation.
Reconstruction output comes in the ESD format, which contains all the information about the

event or a list of reconstructed tracks/particles and global event properties.
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The final stage of event processing is the analysis. ESDs are further reduced to the AODs
by applying some standard physics cuts to remove unnecessary information for the physics
analysis. Most of the physics analyses are performed on the AODs. Analyses tasks that
process the same set of input data are chained and organised as analysis trains. ALICE
analysis framework reads each event only once, and different algorithms can be applied to
it according to the needs of the ALICE user. Dedicated Physics Working Groups (PWGs)
coordinate scheduled analysis and propose large-scale productions that need to be approved
by the ALICE Collaboration.

The new O? software framework based on the ALFA and FairRoot [3] contains new
simulation and reconstruction code and algorithms for Run 3 with main changes in detector
geometries and digitisation.

The visualisation of performed analysis of ALICE Monte Carlo production, mainly

running on Tier 2 sites during Run 2 and LS2, is shown in Figure 2.12.

ALICE Monte Carlo data production - RUN 2 & LS2
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